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Foreword

DonArmstrong and I grew up together in Oregon and Colorado, both at the lab bench
and during shared family gatherings over several decades. Half a century ago, we
coauthored two papers on sulfatase deficiencies responsible for two human neurolog-
ical diseases. It is both a special privilege and an honor to add a personal observation
to my long-esteemed colleague’s latest textbook.

In 1963, neither he nor I could have anticipated the remarkable scope and
depth of his many scientific interests, research publications, careers as a teacher,
and related editorial accomplishments. His efforts over that time span have helped
clarify the intricate biochemical and subcellular mechanisms of oxidative damage, in
both human disease and animal models. These pivotal mechanisms have a practical
application – helping us all defer that condition overly simplified in the old phrase,
“normal aging.”

I hope that as you read the chapters of this extraordinary text written by a cadre
of international experts, the diversity of topics reflects the inspired efforts of an excep-
tionally foresighted person who envisioned long ago how crucial this whole field
would become in biology and medicine.

James H. Austin, MD
Professor Emeritus

University of Colorado Health and Science Center
Columbia, Missouri
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Preface

This textbook starts with the principles of the oxidative stress process and a histori-
cal perspective of oxidative stress pioneers to explain the basic principles related to
biochemistry and molecular biology showing pathways and biomarkers. The section
also gives an explanation of differential diagnosis and brief descriptions of the use of
diagnostic imaging.

The second section covers clinical correlations on acute and chronic disease and
discusses our novel approach that bridges the gap between these two concepts.
It shows how oxidative damage and inflammation trigger the disease process
and how compromised immunity then leads to the proliferation of disease, with
a bench-to-bedside approach to clinical application. These discussions focus on
immune responses in early and chronic diseases. There is a glossary and explanation
on medical terminology and a set of questions for the student. The effects of aging,
senescence, and life span are presented. A thematic summary box is included for
each chapter so that students know what is required of them.

Chapters on Clinical Correlations cover the most common medical diseases and
cover developmental change. The goal is to stimulate new directions for student edu-
cation in their professional career. The clinical topics are taken from a series of books
on specific diseases whose emphasis was on oxidative stress and antioxidants enti-
tled, Oxidative Stress in Applied Basic Research and Clinical Practice. This book represents
a compilation of scientific and clinical data summarized from books in the series that
emphasize result-oriented findings in (1) neurology, psychiatry, and behavioral data
including the eye and ear, (2) pediatrics, (3) disorders of skin and musculoskeletal
system, (4) gender-related issues, (5) chronic diseases, (6) pain and inflammation
management, (7) wellness issues, and (8) biostatistics.

The book can be used as a college text as well as a graduate level course of
pre-professional level, providing an overview covering oxidative damage and antiox-
idant imbalance. This section links science and medicine at the pre-professional and
graduate levels and is appropriate for medical and veterinary residents, providing an
overview of disease mechanisms related to oxidative damage and antioxidant imbal-
ance.

Our authors have extensive experience in the laboratory or in medical ther-
apy. Each of the chapters provides an understanding of appropriate mechanistic
information and what biomarker(s) and physiological functions may be relevant to
the over-riding concept of redox issues leading to critical mass of stress oxidants in
early disease to chronic conditions including potential alternative therapy. Areas of
research that are not yet fully developed are indicated, helping students in choosing
a direction for their careers.

The textbook is the first of its kind and should have wide appeal to students
majoring in life science, biology, and allied health professions, as well as to physician

xvii
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xviii Preface

assistants and nurse practitioners, with a secondary appeal to those in pharmacy, food
and nutrition, exercise, sports medicine, psychology, and public health. This textbook
will also be of use to programs in herbalist and holistic schools and could likewise be
used for residency training and Continuing Medical Education courses.

Our goal was to present the most authoritative source of current and emerging
knowledge on oxidative stress-related disorders. To this end, we are confident we
have achieved our aim as editors. We are pleased with the collegial support given to
us by these authors.We sincerely hope students who study the information presented
herein, will gain from this perspective and it will be helpful in their future professional
careers.

Donald Armstrong and Robert D. Stratton
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CHAPTER 1

Introduction to free radicals,
inflammation, and recycling
Donald Armstrong1,2
1Department of Biotechnical and Clinical Laboratory Sciences, State University of New York at Buffalo, Buffalo, NY, USA
2Department of Ophthalmology, University of Florida School of Medicine, Gainesville, FL, USA

This introductory chapter will give you information to fill in the gaps and understand
the complexities reported in Chapters 3–31.

THEMATIC SUMMARY BOX

At the end of this chapter, students should be able to:

• Show free radical formation

• Show how endogenous and exogenous free radicals stimulate and potentially initiate
disease

• Define inflammation and the immune response

• Differentiate between acute and chronic inflammation

• Describe pathways leading to apoptosis, necrosis, cell death, and disease

• Define pathogenesis

• Show how antioxidants scavenge free radicals and participate in recycling pathways

• Describe biomarker measurements using their abbreviations

Historical perspective

In 1993, an International Symposium on Free Radicals in Diagnostic Medicine: a

systems approach to laboratory technology, clinical correlations, and antioxidant therapy

was organized, and in 1994 it was published as volume 366 in Advances in Exper-

imental Medicine and Biology.1 This was the first attempt to coordinate the various
laboratory findings from research publications that were divided into subsections
on pathophysiology, analysis, organ-specific disorders, systemic involvement, and
therapeutic intervention. In 2007, another International Symposium on Free
Radicals in Biosystems was conducted.2 These two conferences set the standard
for the present textbook, which is an extension of those meetings in the applica-
tion and understanding of free radical (FR) methods and protocols, and is once

Oxidative Stress and Antioxidant Protection: The Science of Free Radical Biology and Disease, First Edition.
Edited by Donald Armstrong and Robert D. Stratton.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.
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4 Chapter 1

again timely 20 years later. The author of this chapter has multiple books in
the field.

In 1990, a new series of books covering laboratory techniques inMethods in Molec-
ular Biology (MiMB) was initiated and later became Advanced Protocols 1–3 including
separate volumes on lipidomics and nanotechnology that contain specific sections on
oxidative stress and antioxidants. This was followed in 2000 by a new series devoted
to clinical studies (Oxidative Stress in Applied Basic Research and Clinical Practice), which
increased our oxidative stress library database to over 1300 research collaborators
from 34 countries and 20 states in the United States.

These books have been a major effort to cover subject areas in advanced detail,
which are germane to background information that supports perturbations of lipids
and proteins in our concept of oxidative stress. In addition, platform technology
on metabolomics and transcriptomics using high-pressure liquid chromatography
(HPLC) and mass spectroscopy (MS) can be read in the literature by the student sepa-
rately and integratedwith the state-of-the-art coverage. The result of these activities is
the basis for the present textbook, which illustrates the concept of educational research
in stress-induced disease reactions.

Oxidative stress concept

The concept of oxidative stress in disease means an environmental stimulus is able to
create an FR by random chance. The number of “hits” per day is estimated at 100,000
coming from the mitochondria as molecular oxygen moves through the electron res-
piratory chain and from environmental radiation. FRs are characterized by loss of
an electron-making species highly reactive to other biochemicals resulting in cellular
damage (Figure 1.1). We think of FRs as tipping the balance toward disease, so that
as FRs increase along the up slope as a function of progressive disease, antioxidants
(AOXs) decrease along the down slope as they are being consumed due to oxidative
stress, so that homeostasis tips toward disease. Supplementation with AOX nutraceu-
ticals leads to protection and eventual homeostasis when the two processes become
equal, and no disease is clinically evident by conventional physiological testing in the
patient populations.

The most damaging FRs are the hydroxyl (HO•) and hydrogen radicals produced
during ionizing radiation or environmental toxicology reactions. Superoxide FRs

Protection

Homeostasis

+AOX
+FR

Disease

Disease

−AOX

Figure 1.1 Homeostasis is a balance between levels of free radicals (FR) and antioxidants

(AOX).
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(O•−
2 ) are produced in mitochondrial electron transport reactions. Superoxide

dismutase rapidly forms hydrogen peroxide (H2O2) from O•−
2 . Reduced free iron

Fe2+ and copper Cu1+ participate in Fenton reactions with H2O2 in the millisecond
range to produce hydroxyl radicals and hydroxide anions, oxidizing the metals
to Fe3+ and Cu2+. Oxidized free iron or copper can then oxidize H2O2 to form
hydroperoxyl (HOO•) radicals and protons (H+), reducing the metals to Fe2+ and
Cu1+, so that new peroxidation reactions can occur in a cyclical manner. Thiol (SH•)
and lipidperoxide radicals (L•/LO•/LOO•) are other radicals that cause FR damage to
cellular components.

Hydrogen peroxide also interacts at Fe2+ metal-binding sites on heme-containing
enzymes to generate the reactive hydroxyl radical. The hydroxyl radical damage to
proteins has been shown to produce covalently bound protein aggregates, and when
disulfide bridges are causing the aggregation, cross-linked protein adducts are formed.
These reactive oxygen radicals modify amino acids at metal-binding sites and facilitate
proteolytic attack. Other FR damage includes DNA strand scission and lipid hydroper-
oxidation (LHP).

Polyunsaturated fatty acids (PUFA) contain multiple carbon–carbon double
bonds. These fatty acids provide mobility and fluidity to the plasma membrane,
properties which are known to be essential for the proper function of biological
membranes. The process of lipid peroxidation (LHP) is a step-wise process with the
removal of an electron at the initiation step and at subsequent propagation reactions.
Iron salts and other iron complexes help initiate the process by forming alkoxy or
peroxy radicals upon reaction with oxygen species.

In general, there are three damaging consequences of LHP within the plasma
membrane in vivo. The first consequence is a decrease inmembrane fluidity. Saturated
fatty acids are structurallymore rigid than the flexible PUFA. The second consequence
of LHP is an increase in the “leakiness” of the membrane pores to substances, which
normally do not pass through the membrane. Finally, membrane-bound proteins are
damaged by propagation reactions of LHP. Hydroxyl radicals remove a hydrogen atom
from methylene groups in a PUFA resulting in a PUFA lipid radical. The lipid radi-
cal then reacts with “normal” oxygen (“triplet” O2) to form a lipid peroxyl radical,
which then reacts with another PUFA to form another lipid radical. This propagates
the production of reactive oxygen species (ROS) in what is called the peroxidative
chain reaction (Figure 1.2).

Reactive nitrogen species (RNS) can also participate in nitrosative oxidative dam-
age. Nitric oxide synthase is the enzyme that drives this reaction. FRs can attack
proteins, lipids, carbohydrates, and nucleic acids causing extracellular matrix, cel-
lular, and subcellular damage. Nitrous oxide+ superoxide→peroxynitrite (ONOO−),
which yields the NO•

2 reactive oxidant.
Oxidative stress is highest in the plasma membrane, mitochondria, nucleus,

golgi, and lysosomes. AOXs represent about 50% of total Internet citations and cover
anti-cancer, anti-inflammatory, and anti-proliferation. FRs can also act in signaling
and function as messenger agents.

Inflammation is most often the initial step in a disease process followed by
an immune response, but the immune response may occur at nearly the same
time. With time, various molecular dysfunctions develop into a chronic disease
such as documented in diabetes, cardiovascular disease, organ failure, and cancer.
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OS
stimulus Initiation

Propagation

Negative lifestyle modification

Potential terminal event

Chronic phase

Acute phase

Pre-disease

M
o
le

c
u
la

r
C

lin
ic

a
l

Proinflammatory cytokines

Neovascular response

Inflammation / immunity

FR / LHP ‘‘Trigger’’

Figure 1.2 Oxidative stress starts a cascade that can lead to chronic disease if not modified by

corrective actions.

The first step is called initiation, followed by propagation, termination, and/or pro-
tection. The AOX pathways are generated by endogenous (internally synthesized)
or exogenous sources that come from dietary preferences and lifestyle controlling
modifications.

The pathway originates from stimuli that trigger radical formation. These molecu-
lar events lead to inflammation and immune responses, provoke neovascularization,
and upregulate proinflammatory cytokines. Protective scavenger AOXs are divided
into small water-soluble molecules (vitamin C, glutathione (GSH)), lipid-soluble
molecules (vitamin E, lipoic acid, carotenoids, and coenzyme Q10 (CoQ10)), and
larger enzyme molecules that need to be synthesized internally (superoxide dis-
mutase, catalase, and GSH peroxidase). These detoxify aqueous and lipid-soluble
peroxides. Preventive AOXs bind to essential proteins (albumin, metallothionein,
transferrin, ceruloplasmin, myoglobin, and ferritin).

These factors can lead to an “imbalance” – a lack of AOXs because of their
underproduction, misdistribution, or environmental stressor depletion. In the
clinical realm, these can lead to pre, acute, and chronic disease and may advance to
a potentially terminal event.

Biomarkers of oxidative stress can be analyzed in cells; tissues; blood; urine; CSF;
synovial fluid; saliva; tears; and many other substances such as botanical nutraceuti-
cals, marine algae, and food samples. Key markers used in most scientific publications
are shown by the following oxidative stress metrics (Table 1.1).
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Table 1.1 Biomarkers for oxidative stress.

Organelle Biomarker activity

Nucleus 8-Hydroxy deoxyguanosine

Mitochondria Catalase, Cu/Zn-SOD, Mn-SOD

Endoplasmic reticulum and golgi PEG-SOD, F2-isoprostanes, HNE

Plasma TBARS, CUPRAC, 8-iso-PGF(2α), LHP
Total cellular constituents Cytokines, chaperones, telomeres

Cytokines are immunomodulatory agents that act as intracellular chemical medi-
ators. They activate antigens and carry signals to adjacent cells of the immune system,
thus magnifying the response to disease. Chaperones are functionally related groups
of proteins synthesized in the endoplasmic reticulum. They are cellular machines that
assist in protein folding and protect against degradation. Under physiological stress,
cells respond to an increase by less than 5∘C of temperature to produce heat shock
proteins, which participate in anoxia, inflammation, and oxidant injury. They can be
analyzed by electron microscopy.

Oxidative stress plays a major role in many human diseases and may well become
the salient feature in most diseases. To date, involvement of oxidative stress has been
confirmed in over 100 disorders. Oxidative stress has been previously linked to a
plethora of changes induced during aging as well as in specific diseases such as obesity,
diabetes, cancer, cardiovascular disease, stroke, neurodegenerative disease, trauma,
hypoxia, psychological behavior, pain, chronic fatigue, fibromyalgia, pulmonary dis-
ease, hepatic disease, renal disease, gastrointestinal disease, macular degeneration of
the eye, disorders of noise-induced hearing loss, fertility, menopause, osteoporosis,
endocrine disorders, skin disease, musculoskeletal disorders, bone marrow abnor-
malities, oral health, nutrition, environmental health, and complications following
extended space travel. Genetics may also play a role in the overall pathology of
oxidative stress. Many of these topics have extensive publications in peer-reviewed
scientific and clinical journals, corroborating the role of oxidative stress. Therefore,
oxidative stress should be considered a primary cause of most diseases, or at least
the result of several compounded processes that require more data and are cur-
rently under investigation. The student should consult the Internet, PubMed, Citation
Index, or ISI Web of Science to study the many oxidative stress-related activities
present in tissues and organs measured with new appropriate biomarkers.

Free radicals

Oxidation reactions cause the formation of a variety of FRs, which are unstable
substances, that can initiate chain reactions in microseconds, leading to disease and
programmed apoptotic cell death. Cells may recover or may undergo apoptotic
autophagy or uncontrolled necrosis. Necrosis is when the tissue cannot regulate the
influx of fluids and the loss of electrolytes, most notably in mitochondria and is
associated with extensive damage resulting in an inflammatory response.
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Apoptosis is by definition a phenomenon of programmed cell death under nor-
mal homeostasis control, and consequently no inflammatory response is observed.
The cell shows membrane blebbing, shrinkage in size, nuclear condensation, DNA
chromatin fragmentation, aggregation of chromatin, nuclear condensation, and par-
tition of cytoplasm into membrane-bound vesicles, which contain ribosomes and
nuclear material. These are phagocytized by macrophages, but there is no inflam-
matory response. Chronic apoptosis may cause widespread atrophy.

Free radicals may occur from a specific stimulus such as ultraviolet radiation, mul-
tiple environmental factors, poor nutrition, or sedentary lifestyle. Oxidative stress can
stimulate neutrophils in the blood to ingest pathogens, but these are replaced on a
daily basis by younger cells. FRs can attack proteins, lipids, carbohydrates, and nucleic
acids causing cellular and subcellular damage to cells by ROS or RNS (Figure 1.3).

Note that the amount of oxidized protein is proposed as the tipping point in the FR
and AOX balance scheme. Oxidized proteins activate the caspase enzyme cascade in
the proteasome, form intracellular aggregates, and are predominately nonrepairable
because cross-links limit repair mechanisms so that recycling of amino acids for con-
tinuous protein synthesis is diminished.

The master AOX for recycling and FR inactivation is reduced GSH, but lutein
and phenols with hydroxyl groups can readily take up unpaired electrons together
with ascorbate; α-tocopherol/tocotrienol; and enzymes such as superoxide dismutase,
catalase, GSH peroxidase, GSH reductase, and CoQ10.

Inflammatory pathways

Inflammation facilitates healing from noxious or foreign stimuli. The initiating event
is tissue damage. It involves the formation of nuclear factor kappa B (NFκB) and
systemic cytokine by-products such as TNF-α and prostaglandin E2-α. Biomarkers
are thiobarbituric acid reactive substances (TBARS), derivatives of reactive oxygen
metabolites (dROMS), oxygen radical absorbance capacity (ORAC), hydroxyl radical
antioxidant capacity (HORAC), arachidonic acid, thromboxane, lipopolysaccharides,
and trolox equivalent antioxidant capacity (TEAC)). Many biomarkers degrade over

The OS balance pathway
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Figure 1.3 Free radicals (FR) are key to initiation and propagation of the paths that lead to

disease. Antioxidants (AOX) are key to protection.
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time, so it is advised to use fresh or freshly frozen samples. For example, in type 2

diabetic patients, oxidative stress is closely associated with chronic inflammation by

upregulating key vascular ROS- and RNS-producing enzymes and the corresponding

endogenous AOXs. Heme oxygenases (HO-1) utilize NADPH and oxygen to rupture

the heme moiety, causing modulation of cellular bioenergetics and leading to apop-

tosis and inflammation. These are my interpretations of oxidative stress and AOX

events in disease to gain a mechanistic summary and thus an approach to therapy.

Mitochondria

Molecular oxygen diffuses into the mitochondrial inner membrane where ROS

sources are actively produced through the electron transport chain and nitric oxide

synthase reactions. Cytochromes are present in mitochondria and transfer electrons

along the respiratory chain that involves oxidation and reduction of iron. CoQ10 is

a naturally occurring AOX and a prominent component of mitochondrial electron

transport chain. CoQ10 is recognized as an obligatory cofactor for the function of

thermogenesis uncoupling proteins and a modulator of the mitochondrial transition

pore. It was also observed that CoQ10 is part of an endogenous AOX defense

that increases SOD2 and GSH peroxidase. In disease-prone cells, mitochondrial

superoxide is exported to adjacent cells, triggering lipid peroxidation, propagation

reactions, and inflammation.

Educational redox

The following list of information on products for redox therapy as an experimental

therapy is based on results-oriented data. The following list has contact information

from prominent companies specializing in pro-oxidant and AOX agents in cells. These

also cover alternative and holistic medicine.

1 Life Extension Foundation, 5th edition, 2013 (www.lifeextension.com/track)

2 Integrative Therapeutics, Inc (www.integrativepro.com)

3 (www.naturalmedicines.therapeuticresearch.com)

4 Advanced Bionutritionals (www.advancedbionutritionals.com)

5 Oxford Biomedical Research (http://www.oxfordbiomed.com)

6 OXIS Research International (www.oxisresearch.com)

7 Cayman Chemical Co. (www.caymanchem.com)

8 ALPCO Diagnostics (www.alpko.com)

9 The Japan Institute for the Control of Aging, Nikken SEIL Corp. (www

.biotech@jaica.com), Genox is the USA distributor.

10 ALEXIS Biochemicals (www.alexis-biochemicals.com)

11 INOVA Diagnostics (www.inovadx.com)

12 Molecular Probes by Life Technologies (www.lifetechnologies.com)

13 PROBIOX SA, Belgium (www.probiox.com)

http://www.lifeextension.com/track
http://www.integrativepro.com
www.naturalmedicines.therapeuticresearch.com
http://www.advbionutritionals.com
http://www.oxfordbiomed.com/
http://www.oxisresearch.com
http://www.caymanchem.com
http://www.alpko.com
www.biotech@jaica.com
www.biotech@jaica.com
http://www.alexis-biochemicals.com
http://www.inovadx.com
http://www.lifetechnologies.com
http://www.probiox.com
mailto:.biotech@jaica.com
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14 The National Center for Comparative Alternative Medicine (nccam.nih.gov) is an
investigator-initiated project on advanced research covering complementary and
alternative medicine.
Great variability in the activities of AOXs is present in over-the-counter nutraceu-

ticals. Disclaimers for food products that are not under FDA regulation are treated as
a food, not as a pharmaceutical. The caveat that must be put on the label is “These
statements have not been evaluated by the FDA and the product is not intended to
diagnose, treat, cure, or prevent any disease.” Therefore, be careful with sources of
AOX treatments.

Stay current with new research initiatives. The student is also encouraged to keep
a record of these applications. In searching the Internet, the student should key in
on MiMB and Oxidative Stress in Applied Basic Research and Clinical Practice, published by
Humana Press, a brand of Springer and part of Springer Science+Business Media.
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Diagnostic imaging and differential
diagnosis
Robert D. Stratton1,2
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THEMATIC SUMMARY BOX

At the end of this chapter, students should be able to:

• Describe the main diagnostic methods

• Describe the main methods of measuring bioelectrical signals

• Describe the main methods of imaging using electromagnetic energy

• Describe the main methods of imaging using radioisotopes

Diagnostic method in clinical practice

History
Clinicians are trained to employ the differential diagnostic method using a wide
range of diagnostic methods and tests to eliminate diagnostic possibilities and narrow
the diagnostic list. The history and physical exam are the most important first steps in
the differential diagnosis. The history is a conversation with the patient to ascertain
the chief complaint, which may be more generally described as the presenting problem
so as to include unresponsive or uncooperative patients. A history of the present illness
is then taken to find the symptom locations, the character of pain the problem may
be causing, including location of any radiating discomfort, the time of onset of the
symptom and duration, the severity of discomfort, and aggravating or relieving
factors. Other complaints are investigated in a similar manner. To elicit other com-
plaints, a past medical and surgical history is taken, including major past and present
illnesses, hospitalizations, treatments, procedures and surgeries, allergic reactions,
and present medications. A review of systems is next taken, which is a systematic
review of the major organ systems, including the head, eyes, ears, nose, throat, teeth,
tongue, cardiovascular system, respiratory system, gastrointestinal system, hemato-
logical system, neurological system, musculoskeletal system, genitourinary system,

Oxidative Stress and Antioxidant Protection: The Science of Free Radical Biology and Disease, First Edition.
Edited by Donald Armstrong and Robert D. Stratton.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.
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endocrine system, skin, psychiatric problems, and orientation. A family history elicits
diseases that may be passed on to progeny, and a social history elicits workplace and
home dynamics.

Physical examination
Equipped with data from the history, a focused physical exam is then performed.
A standard physical examination includes vital signs, alertness assessment, general body
assessment, and a systematic organ systems examination guided by the history. Many
of the organ system examinations are performed in much greater detail by medical
and surgical specialists, but all clinicians evaluate head, eyes, ears, nose, and throat
(HEENT), respiratory system, cardiovascular system, abdomen, neurological system,
genitourinary system, integument, and musculoskeletal system.

Specialized examinations are performed when indicated. Neurological examina-
tion may include coma assessment, detailed motor and sensory testing of somatic and
cranial nerves including reflexes, gait evaluation, and cognitive evaluation. Ophthal-
mological examination may include detailed vision testing, visual field examination
(perimetry and color perimetry), contrast sensitivity, extraocular muscle evaluation,
slit lamp examination of the anterior and posterior segments of the eye including
optic nerve head evaluation, and indirect ophthalmoscopy with scleral indentation to
examine the peripheral retina and ciliary body. Otologic examinationmay include oto-
scopywith themanipulation of the tympanicmembrane, evaluation of hearing acuity
and tuning fork, and evaluation of the vestibulo-ocular reflex. Laryngoscopy, with
the familiar ENT head mirror being replaced with direct light sources, is performed
to evaluate the larynx and vocal cords. Auscultation, percussion, and palpation are
performed to evaluate the chest and abdomen. Musculoskeletal examination can be
one of the most complex of the general physical exam but, focused by the history,
evaluates the part in question.

Differential diagnosis
Once the history and physical exams are complete, the clinician must then consider
all the possible compatible diagnoses drawn from the clinician’s fund of knowledge.
Diagnostic testing is then considered if the diagnosis is in doubt. In diseases of either
systemic or organ-specific damage owing to oxidative stress, diagnostic testing usu-
ally depends on biomarker measurements and imaging techniques. A biomarker is
almost any measurement reflecting an interaction between a biological system and
its environment, which may be chemical, physical, or biological, and the measured
response may be a functional, physiological, biochemical, or molecular interaction.1

These measurements are used to detect a current state.

Biomarkers in biological investigation

Biochemical biomarkers
Clinical chemistry laboratories provide measurements of chemicals, proteins, DNA,
RNA, and many organic macromolecules in any biological fluid, including plasma,
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serum, and cerebrospinal fluid. Measurements include enzymes, antibodies, hor-

mones, cytokines, antigens, cytosol proteins, and levels of pharmaceuticals. Trace

amounts of DNA or RNA can be detected using polymerase chain reaction (PCR) tech-

nology, making early diagnosis of some infections and cancers possible. An increasing

array of PCR techniques are used in medical, forensic, and genetic investigation.2

Electromagnetic biomarkers
Biomarkers from the whole range of electromagnetic radiation (photons) are used

for imaging and detection, from a Hertz of 0 (standing potentials), to a Hertz of up to

1020 (γ radiation).

Electrooculography (EOG) measures the electrical potential across the eye from the

cornea to the choroid, and is mostly a measurement of the electrical potential gen-

erated by the monolayer of retinal pigment epithelial (RPE) cells, called the standing

potential because of its nontransient character (near 0Hz). This potential can be

directly measured accurately with invasive placement of measuring electrodes, but in

order to find this value noninvasively, measurements of electrical potential are made

external to the eye and compared to a reference electrode. The potentials measured

with the eye gazing far right is compared to the potential with the eye gazing far left,

and a calculation of the vector of electrical potential of the RPE is made. Although the

resulting calculated standing potential is not very accurate, a change in this standing

potential in response to dark and light adaptation accurately reflects the function of

the RPE in normal and dysfunctional states.

Electroretinography (ERG) measures the transient electrical potential generated

by the neurosensory retina in response to a brief whole field simulation with light

(Figure 2.1). This can be done in a dark adapted state to assess the scotopic retinal

function (mainly the rod-based neural network) or in the light adapted state to

assess the photopic retinal function (mainly the cone-based neural network). An

electrode placed on the anesthetized cornea is compared to a reference electrode

(usually on the forehead). The initial negative response, called the A wave, is

generated by the photoreceptor cell that has the first response to the light stimulus.

The following positive B wave is a combined response from the photoreceptor,

bipolar, and Mueller cells. The A wave in ERG done during dark adaptation is mostly

from the rod photoreceptor cells. The A wave done during light adaptation is mostly

from the cone photoreceptor cells. A more definitive way to differentiate between

slow recovering rods and more quickly recovering cones is to use a flickering light

stimulus of 30Hz so that the rods cannot recover before the next flash, whereas

normal cones recover in time to give a measurable electrical impulse. Differentiation

among various retinal degenerations is greatly aided by results of EOG and ERG

testings. Progression and prevention of retinal degeneration can be measured by

serial testing. Multifocal electroretinography measures the same transient electrical

signal from the retina, but a carefully planned and patterned stimulus rather than a

whole field light stimulus is used and the ERG pattern from focal retinal areas are

computed from the corneal electrode recorded signals. Dark adaptometry measures

subjective light sensitivity thresholds at a focal spot in the retina as the eye adapts

from bright light to dim light levels. Several subjective color vision tests are available
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Electroretinogram waveform

tb

t0

ta

A wave B wave

Figure 2.1 Electroretinogram waveform. t0 is the time of light stimulus, ta is the time to the

peak of the negative deflection and tb is the time to the peak of the positive deflection. A wave

is the amplitude of the negative deflection, mainly from the photoreceptor cell depolarization;

B wave is the amplitude of the positive deflection from the neurosensory retinal response to

the photoreceptor cell depolarization. Times vary with species, but are generally in the

10–300ms range. Amplitudes also vary widely, but are in the 20–500mV range.

including Ishihara pseudochromatic plates, Farnsworth-Munsell D-15 panel, and a
more detailed F-M 100 hue test.

The electrocardiogram is a recording of the electrical signals of myocardial contrac-
tion from electrodes on the skin, familiar to most as an ECG. The more invasive
processes of introducing electrodes behind the heart through a transesophageal ECG
yield additional information. An ECG of an electrode attached to the needle used to
drain fluid from the pericardial sac can indicate contact with the myocardium by an
abrupt change in the ECG and guide the placement of the aspirating needle.

Electrocorticography (ECOG) is the direct recording of cerebral cortical electrical
potentials during craniotomy using electrodes. Single neuron recording is achieved using
a wide variety of microelectrodes and microelectrode arrays. The electroencephalogram
(EEG) records mass activity of the brain and is, therefore, very useful in detecting
seizures where there is mass recruitment of neuronal activity or in confirming brain
death where there is no activity. A strong stimulus can be used to evoke an EEG
response, called sensory evoked potential (SEP). Visual evoked potential (VEP) or visual
evoked response (VER) is an EEG recording of the scalp overlying the visual cor-
tex. Flash whole field stimuli evoke strong signals with inconsistent timing. Pattern
stimulus evoked responses are weaker but are much more consistent. Delays in the
evoked signal show pathology in the neural pathways. Optic nerve lesions most often
cause unilateral delays. The auditory system is assessed by auditory brainstem response
(ABR) with a click auditory stimulus and scalp EEG electrodes. The initial response
(Wave I) is predominantly the auditory nerve, and later responses (i.e., Wave V) are
predominantly from the brainstem. Magnetoencephalography (MEG) also records mass
electrical signals from the cerebral cortex by detecting the magnetic fields generated
by the mass neuronal activity. The changes in signals over time give a way to measure
functional brain activity.
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Electromyography (EMG) is the clinical recording of the mass signal of muscle from
skin electrodes overlying a muscle or transcutaneous needle electrode in a muscle.
Nerve conduction velocity (NCV) is the measurement of the speed and strength of a
peripheral nerve from an electrical stimulus. EMG and NCV together help to differ-
entiate between myopathic and neuropathic diseases and also measure responses to
drugs or treatment.

Spectrographic biomarkers
Chromatography is the separation of mixtures based on some differing characteris-
tics of the populations in the mixture, typically molecular size, charge, and shape.
Gas chromatography, gel column chromatography, affinity chromatography, and high perfor-
mance liquid chromatography separate by elution. Gel electrophoresis separation of DNA is
a common technique in modern laboratories. Many specialized forms of chromatog-
raphy have been devised and are used extensively in research laboratories.

Mass spectrometrymeasures the mass-to-charge ratio of ions produced from a sam-
ple by using the deflection of accelerated charged particle by an electromagnetic
field. The measurement is the relative abundance of ions of a particular m/z ratio
so that the data are presented as a graph or image (see Figure 2.2). Different ion-
ization and fragmentation techniques have been developed to help analyze samples.
Separation procedures with gas chromatography or with tandem mass spectrometers
and quadrupole filtering allow for the identification of complex samples. Rasterizing
tissue samples with laser allows for imaging by mass spectrometry.3

Biological imaging

When the amount of biomarker information increases to the point of being hard to
conceptualize, the data are presented as an image. Imaging can be a way of presenting
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Figure 2.2 Simple mass spectrogram of methane. The less abundant 13C is hidden in the 12C

peaks except for 13C1H4 visible right of 12C1H4 peak.
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a large amount of data so that trends and relationships can be seen. This is used
not only with electromagnetic data but also in other large data sets as in genomics,
proteomics, and brain mapping.

Acoustic imaging
Ultrasonography or echography is a technique that uses acoustic reflections to make
measurements and construct images. There is a trade-off between higher frequency
giving better resolution and lower frequency giving better penetration. Sound fre-
quencies of 2–20MHz are typically used. A-scan is recording of the echo of a series
of pings along a single vector for the purpose of measuring distance or sound atten-
uation. B-scan is recording of a series of pings along a series of adjacent vectors for
the purpose of constructing a 2D image. Multiple B-scan images can be computation-
ally constructed into a 3D image, sometimes called a C-scan. Doppler scan identifies
moving media and is useful in visualizing blood flow velocity and direction. Doppler
information is often displayed as a color palette overlying a B-scan image. Ultrasound
has become a widely used technology due to the rapid and dynamic assessment, non-
invasiveness, and low cost. Computer enhancement of images and Doppler data have
made evaluation of blood vessels with ultrasound a good alternative to angiography,
and intravascular ultrasound (IVUS) has enhanced angiography.

Light imaging
Photography has been expanded to a vast array of technologies. Fundus photography
and retinal fluorescein angiography capture images of the retina, optic nerve head, and
blood vessels in the posterior segment of the eye. Photomicroscopy can be enhanced in
many different ways. Stains can enhance the structural details of tissue on histologic
sections, with hematoxylin staining the nucleus and eosin staining the cytoplasm
in the most common H&E stain. Special stains can identify various cellular and
extracellular components in tissue sections and cell preparations. Antibody-linked
immunofluorescent staining has become a very powerful investigative tool with
advances in new techniques for antibody production.

Phase contrast microscopy can provide details of living cells by the enhancement of
the changes in phase as light passes through transparent cellular structures. Optical
coherence tomography (OCT) is an imaging technique that uses interference patterns
from reflected light to construct an image, somewhat analogous to ultrasonogra-
phy, but with a much higher resolution. OCT is most easily used in investigating
surfaces or the optically clear structures of the eye, but investigation into using lower
frequency light to penetrate tissue and higher frequency light to give higher resolu-
tion will continue. Intravascular OCT has increased the optical resolution of vascular
imaging. Diffuse optical imaging is an infrared light technique using computer recon-
struction of images similar to the familiar computed tomography (CT) scan imaging
technique. This is able to detect a range of metabolic biomarkers including oxyhe-
moglobin, deoxyhemoglobin, and cytochrome C oxidase redox status.4 Transmission
electron microscopy (TEM) uses magnetic fields to accelerate and focus electrons to pro-
duce a 2D absorbance image on a fluorescent screen recorded by a charge-coupled
device. Resolution of TEM depends on the wavelength of the electrons, giving reso-
lutions that approach 1nm and below. Tissue samples are stained with heavy metals
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to increase absorption contrast. Osmium, uranium, and gold are often used. Specific
antibody stains including colloidal gold–antibody complexes are used to stain spe-
cific antigens. Scanning electron microscopy (SEM) produces an image of electrons from
a conductive surface, usually sputter coated with a thin metal layer, stimulated by
a raster scanning narrow electron beam. Scanning a specimen with a physical probe
rather than a beam of light or electrons is called scanning probe microscopy (SPM). Many
variations of SPM have been developed that give very high resolution imaging of
atomic structures. Scanning tunneling microscopy and atomic force microscopy are
two of the more familiar techniques used in oxidative stress research.

Endoscopy has transformed diagnosis and surgery, with an endoscopic instrument
available for almost every organ system, even the eye. Diagnostic ultrasound and
OCT catheters are becoming available, along with numerous tissue sampling tech-
niques and treatment techniques. Moore’s law is at work, with steady improvements
in imaging systems and miniaturization.

X-ray projection (plain) radiologywas the only imaging system for internal organs for
many years, and is still widely used in clinical medicine, primarily in instances when
there is good contrast, such as bone lesions, lung tissue lesions, and fluid levels. Con-
trast material is use to increase the range of usefulness of plain films. Barium is used
to visualize the gastrointestinal tract, and iodinated compounds are used to visualize
arteries (angiography), veins (venography), lymph vessels and nodes (lymphogra-
phy), spinal cord (myelography), brain (ventriculography), bile and pancreatic ducts
(cholangiography), and joints (arthrography). X-ray computed tomography (CT) allows
for more detailed imaging by using computer analysis of X-ray images along multiple
vectors. CT scan images may be reconstructed through computer processing to give
2D and 3D images. Iodinated contrast material is used intravenously with CT in a
technique called computed tomography angiography (CTA). X-ray diffraction techniques
(crystallography) allow determination of molecular structures of a wide variety of
complex molecules, including DNA. Dual-energy X-ray absorptiometry (DEXA scan)
measures a bone density assessment to evaluate osteopenia and osteoporosis.

Nuclear magnetic resonance spectroscopy (NMRS) aids in identification of organic
molecules, with techniques developed for protein and DNA analyses. Magnetic
resonance imaging (MRI) uses computer analysis of large data sets of NMRS relaxation
energy measurements along multiple vectors to construct images using a process
similar to the one used in CT scanning. Techniques to improve image contrast have
been found using differences in relaxation times of various tissue types. Contrast
material is also used to enhance images in MRI. Chelated gadolinium, iron oxide
nanoparticles, chemical exchange saturation transfer (CEST) compounds, and
mangafodipir (containing paramagnetic Mn2+) can be used. To obtain images of
vessels, a technique called magnetic resonance angiography (MRA) is used with a
contrast agent to make blood vessels stand out.

Electron paramagnetic resonance spectroscopy (electron spin resonance) detects
unpaired electrons in a way much similar to NMRS. A free radical has an unpaired
electron, so EPRS is used extensively in free radical chemistry research. In a strong
magnetic field, a paramagnetic unpaired electron will align its magnetic spin moment
in either a positive parallel or negative (anti-) parallel direction, creating an energy
state difference between each alignment, the strength of which is proportional to
the strength of the magnetic field. Absorption or emission of photons is measured to
detect energy transformations between the two energy states.
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Carbon-13 (13C) isotopes are commercially available in a wide variety of compounds
for a nonradioactive method of labeling carbon atoms in reactions. Because 12C is
more abundant (99%) and 13C is less abundant (1%), mass spectrometry can be used
to identify where a labeled carbon (13C) is located in a reaction product. Unlike the
abundant 12C that has a spin quantum number of 0 and cannot be detected with
NMRS, 13C is paramagnetic with a net spin of 1/2. Both NMRS and NMI (2D and 3D)
can be done.

Radioactive isotope imaging (scintigraphy)
Radioactive isotopes are used in laboratory investigation in a wide range of applica-
tions to label molecules in cellular structures and biochemical reactions. This allows
for imaging of specific metabolic activities rather than just tissue anatomy. Nuclear
medicine uses radioactive isotopes to detect, measure, or image by measuring α, β,
or γ emissions from the radioactive decays. Radioactive thyroid uptake scans image
the amount of iodine the thyroid gland concentrates by measuring γ radiation
emission after intravenous radioactive iodine injection. Uptake of iodine in thyroid
nodules, which are detected by ultrasound, can be quantified, helping to differ-
entiate between benign and cancerous nodules. The technetium isotope 99mTc is a
metastable isotope that emits γ radiation with a half-life of 6 h. 99mTc is used to label
a variety of compounds for scintigraphy of various organs. An increase in the uptake
of phosphate labeled with 99mTc indicates an area of increased osteoblast metabolism
in bone scans, allowing detection of fractures, inflammation, and metastatic cancers.
99mTc-labeled compounds that are taken up by the liver and excreted into the biliary
tract are used for imaging the liver, biliary tract, and gall bladder in cholescintig-

raphy, helping in the diagnosis of cholecystitis and congenital biliary anatomical
anomalies. Parathyroid scintigraphy with 99mTc-labeled complexes can identify an
active parathyroid adenoma, allowing selective excision and retaining uninvolved
glands. 99mTc or γ-emitting 133Xe are used in pulmonary scintigraphy to evaluate
ventilation and perfusion defects, helping to diagnose pulmonary embolism and
other anomalous pulmonary perfusion defects. 99mTc-labeled dimercaptosuccinic
acid or l,l-ethylenedicysteine is concentrated in the renal cortex, allowing renal

scintigraphy to identify anomalous or diseased areas of the kidney, ureters, and
bladder.

Single-photon emission computed tomography (SPECT)
Rotating the γ detector around the patient to acquire images from varying vectors
allows computer analysis similar to X-ray CT scan and MRI technology, and can pro-
duce a 3D image. SPECT bone scan produces a 3D image, allowing better localization
of a defect. Cardiac SPECT scans use 201Tl-(thallium) or 99mTc-labeled compounds to
detect perfusion defects and help to differentiate between infarction and ischemia.
Brain SPECT scans use 99mTc-labeled compounds to measure perfusion defects in the
brain, helping in differentiation of stroke and dementia. Gallium 67Ga3+ is concen-
trated in areas of inflammation and rapid cell growth, so gallium scans using either
plain scintigraphy or SPECT technology can identify areas of inflammation, infection,
and tumor growth.
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Current SPECT scanners do not have very high spatial resolution, but are widely
available and relatively inexpensive. The problemwith resolution is the lack of a tech-
nology to focus these high-energy γ photons. Collimators are used which, by blocking
all photons not traveling parallel, do give a type of focus that greatly reduces the sig-
nal and therefore sensitivity. In research investigation on animalmodels, higher levels
of radiation are tolerated, so pinhole collimators that reduce signal strength dramati-
cally but allow very good resolution are available. Positron emission radionuclides can
be detected without collimation in positron emission tomography (PET). The γ-emitting
radioisotopes used in scintigraphy are, in general, heavier elements, relatively inex-
pensive, and have half-lives that are long enough to be commercially available, except
for 99mTc, which is generated from the more stable isotope 99Mo. Positron-emitting
isotopes are, in general, lighter, more expensive, and short lived. No collimator is
needed in PET, for focusing the image because γ radiation is detected, not from the tis-
sue, but from the position of the positronwhen positron–electron annihilation occurs,
giving a very small localization error but high sensitivity. With annihilation, two pho-
tons of γ energy are released in approximately opposite directions, which give vector
information, in contrast to single photon emission. This allows for a greater sensitiv-
ity of 100–1000×, with better signal-to-noise ratio and higher resolution. There are
positron-emitting isotopes of oxygen, carbon, nitrogen, and fluorine, allowing for
easier labeling of specific biological molecules. The shorter half-lives of PET isotopes
allow a higher initial dose, shorter time sequence intervals for dynamic studies, and
shorter intervals for repeat studies. Glucose, labeled with 18F as fluorodeoxyglucose,
is able to pass freely through the blood–brain barrier and concentrates at areas of
metabolic activity, allowing brain imaging and cancer detection. Brain PET is useful
in evaluating stroke, tumor, and neurodegenerations, and has been used extensively
in brain research because of the ability to measure functional changes and to iden-
tify various neuroreceptors using specific 18F-labeled neurotransmitters. An Oncology
PET is widely used in cancer diagnosis, staging and evaluating treatment effects. The
fluorodeoxyglucose is rapidly taken up by growing cancer cells, enzymatically phos-
phated, but not metabolized because of the fluorine substitution for an oxygen, so
that the radioactive label is highly concentrated in the cancer cell, allowing sensitive
detection of metastatic tumors. The 110min half-life of 18F allows time for trans-
port from a cyclotron facility to the PET facility, but the shorter half-lives of 11C, 13N,
and 15O require that the PET scanner be located close to the cyclotron. Rubidium is
metabolized as if it were potassium, allowing rapid uptake of intravenously injected
positron emitter 82Rb by myocardium, indicating areas of normal and deficient per-
fusion. The problem with the short halve-life of 82Rb (75 s) has been overcome by an
82Rb generator using 82Sr (strontium), which decays to 82Rb by electron capture with
a half-life of 25 days. Cardiac PET scans using 82Rb chloride are more sensitive than
are cardiac SPECT scans, but are more expensive and not as widely available.

Multiple choice questions

1 SPECT scan technology using γ emission has resolution limited mainly by

a. The dose of the radionuclide given

b. The quality of the γ detectors used

c. The lack of technology to focus γ radiation

d. The duration of the scan
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2 In evaluating a patient for metastatic cancer, the most important first step is

a. History and physical exam

b. PET scan using 18F-labeled fluorodeoxyglucose

c. Gallium (67Ga3+) SPECT scan

d. SPECT bone scan

3 The stable isotope 13C can be detected by

a. OCT

b. Scintigraphy

c. Nuclear magnetic resonance spectroscopy

d. Transmission electron microscopy

4 The short half-lives of 11C, 13N, and 15O require PET scans using these radionuclides be

a. Very fast scanners

b. Near the cyclotron used to make these isotopes

c. Used only early in the week

d. Collimated
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THEMATIC SUMMARY BOX

At the end of this chapter, students should be able to :

• Describe the main features of the disease entities covered in the chapter including pos-
sible etiology and pathophysiology

• Recognize and summarize the contribution of oxidative stress to nerve cell function

• Outline the similarities in the mechanisms responsible for OS damage in various brain
disorders described in the chapter

• Review the role of age in OS

• Review the therapeutic and practical opportunities of antioxidant treatment of the
described CNS disorders

Introduction

The central nervous system (CNS), which is depended on oxygen for its continuous
normal function, is protected from damaging oxidation by an endogenous antioxi-
dant defense system, that is, enzymatic and nonenzymatic antioxidants. Glutathione,
uric acid, and nicotinamide adenine dinucleotide phosphate (NADP) are endogenous
while vitamin C (ascorbic acid) and vitamin E (α-tocopherol) are the major exoge-
nous antioxidants. When an imbalance between prooxidant and antioxidant factors
is present, a state of oxidative stress (OS) is formed. This can lead to generation of
reactive oxygen species (ROS) and other electrophiles that are capable of either sup-
porting or damaging cellular functions.

The brain, which requires 4× 1012 molecules of adenosine triphosphate (ATP)
each minute for its normal function, consumes therefore 20% of the inspired oxygen

Oxidative Stress and Antioxidant Protection: The Science of Free Radical Biology and Disease, First Edition.
Edited by Donald Armstrong and Robert D. Stratton.
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while its weight is only 2% of the total body weight. This vital high turnover of
oxygen necessary for normal brain function makes it vulnerable to the interruption
of oxygen supply and/or inhibition of mitochondrial production of ATP. About
5% of the oxygen consumed by cells is reduced to form ROS; however, the high
oxygen consumption of the brain relatively to other organs may result in an
increased amount of ROS produced. Considering the potential damage that ROS
may cause by its deleterious effect on apoptosis and on neural membranes, which
are particularly rich in polyunsaturated fatty acids (PUFAs), may suggest that they
play a role in “normal” aging and disease-related neurodegeneration. In addition,
the antioxidant defense of the brain is relatively reduced due to relatively low levels
of the antioxidants such as catalase, glutathione peroxidase (GPX), and vitamin E.

The beneficial role of oxidative stress in the brain

There are “good” and “bad” ROS. All good ROS are by-products of the turnover in the
mitochondrial respiratory chain. In brain tissue, ROS are generated by microglia and
astrocytes and modulate synaptic and nonsynaptic communication between neurons
and glial cells. ROS also interfere with increased neuronal activity by modifying the
myelin basic protein, thus altering its conduction ability and possible induction of
synaptic long-term potentiation. Furthermore, results from animal models suggest
that the role of O2 in modulating synaptic plasticity and potentiation is altered by
age. ROS are also involved in central control of food intake and are required for
hypothalamic osmoregulation.

The harmful role of oxidative stress in the brain

The deleterious effects on the brain associated with ROS appear when those reactive
compounds are in excess and overcome the relatively feeble antioxidant protective
mechanism of the brain. The high concentration of PUFAs (which are rich in dou-
ble bonds and are responsible for their susceptibility to peroxidation) and the high
concentration of brain iron, which may act as a prooxidant, are the main reasons
for the vulnerability of the brain to assault by ROS. As a result of lipid peroxida-
tion, further potential damage can be caused by the formation of toxic by-products
such as reactive aldehydes, which may enhance neuronal apoptosis (programmed
cell death). An additional damaging effect of ROS on brain is their potential ability
to cause oxidative modification of DNAwith secondary endonuclease-mediated DNA
fragmentation, which leads to DNA damage.

Brain mitochondria, the energy source for essential brain activity, are targeted
by ROS. Following brain ischemia, the mitochondria will take up calcium in the
form of Ca2+, resulting in increased production of ROS by a poorly understood
mechanism(s). The increase ROS production results in increased permeability of the
mitochondrial membrane followed by a cascade of events starting with Ca2+ which
is followed by further influx of K+. The end result is an increase in the osmolarity
inside the mitochondria resulting in entry of water (osmotic swelling) and finally a
bioenergetic neural tissue failure.
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The role of oxidative stress (OS) in programmed
neuronal death (apoptosis)

Programmed cell (neuronal) death is an actively regulated mechanism of cell death,
which plays a major role in maintenance of normal tissue growth. The intracellular
machinery responsible for apoptosis depends on a family of proteases that have cys-
teine at their active site and cleave their target proteins at specific aspartic acid site,
thus they are called caspases (Cysteine-dependent ASPartate-directed proteASEs).
Caspases, once activated, amplify a proteolytic cascade that leads to apoptotic cell
death. A variety of ROS such as the prooxidants H2O2, among others, induce apopto-
sis while antioxidants such asN-acetylcysteine (NAC) suppress apoptosis. Thus, apop-
tosis is strongly associated with normal mitochondrial function, in particular changes
in electron transport and altered mitochondrial oxidation–reduction. Neuronal firing
is highly dependent on normal mitochondrial function; thus, the mitochondrion is
highly susceptible to OS via increased apoptosis.

Oxidative stress in neonatal hypoxic-ischemic
encephalopathy (HIE)

Asphyxia is a term frequently used to describe the state of severe lack of oxygen
due to abnormal breathing. This state is most frequent in newborns. A total of
0.5–3% of newborns worldwide will suffer from birth asphyxia severe enough to
require resuscitation. Out of those, about a million will die and a similar number
will be left with significant neurobehavioral disability. Many of those infants will
suffer from anoxic brain damage manifested by a variety of neurological abnormal
findings, seizures, and altered state of consciousness, a combination defined as
“encephalopathy.” Since ischemia (poor blood supply) and hypoxia (poor oxygen
supply) are linked and are concomitantly present in asphyxiated newborns, the term
hypoxic-ischemic encephalopathy (HIE) was coined.

Free radicals (FRs) play a significant role in induction of brain damage in new-
borns, in particular those who are born prematurely. The developing brain and espe-
cially the brain of premature newborns is prone to the damaging action of FRs because
the rapidly developing nervous system requires constant and increased supply of
oxygen to enable its enhanced aerobic metabolism to meet the enormous energy
demands of the primitive brain. Unfortunately, prematurity is associated with insuf-
ficient homeostatic mechanisms and lack of an adequate and efficient antioxidant
system, which matures only during the first year of life. In newborns, the concentra-
tions of themajor endogenous antioxidants, such as the enzymes GPX and superoxide
dismutase (SOD), and the exogenous antioxidants, such as vitamins E and C, are
reduced in the plasma and the red blood cells. Other precipitating factors are the
increase in the release of free iron, increase in the production of superoxide radicals,
and increase in the concentration of cell membrane PUFAs, resulting in enhanced
susceptibility to OS.

The net result is a high susceptibility of full term and especially premature new-
borns to the increased production and damaging effect of FRs resulting in the so-called
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free radical-related disorder, which consists of underdeveloped bronchi and lungs
(bronchopulmonary dysplasia), damage to the retina with accompanied blindness
(retinopathy of prematurity), severe intestinal necrosis (necrotizing enterocolitis),
kidney failure, and bleeding into the brain ventricles.

The events that lead to anoxic irreversible brain damage start with cellular energy
crisis manifested by reduced formation of the adenosine (ATP, ADP, AMP) and phos-
phocreatine compounds. This reduction of the cellular “fuel” impairs cellular vital
organelle functions. In addition, the essential process of oxidative phosphorylation
is blocked and replaced by inadequate and short-lived anaerobic glycolysis. The very
high demand of the immature developing brain for ATP cannot be met by this “res-
cue” metabolic pathway for more than 2–3min (in rats). The vital role of ATP in
keeping K+ inside and Na+ outside the cell (the Na/K pump) is no longer active, Na+

followed by Cl− leak into the cell, increasing its osmolality and leading to increased
cellular water in an attempt to lower it. The accumulation of water within the cell
results in cellular edema. This cascade of events leads to an increased production of
FR with enhanced OS, peroxidation of the PUFAs within the cell membrane, and
intracellular acidosis when the production of ATP is not rapidly reinstituted. The
neurons and glial cell membranes lose their normal ion gradients leading to massive
depolarization and activation of the presynaptic voltage-dependent calcium channels,
yielding the release of toxic excitatory amino acids, such as aspartate and glutamate,
into the extracellular space. The vital reuptake of neurotransmitters by the presynap-
tic receptors is also blocked. Thus, cell death is facilitated by excitatory overload that,
in turn, leads to activation of lipases, proteases, and caspases, which are responsible
for the final degradation of the cytoskeleton and cell membrane.

Time to therapeutic intervention will determine the final outcome of the hypoxic
brain cells. Without timely successful treatment, cell necrosis will occur and the sur-
viving cells will eventually die from delayed apoptosis when hypoxia is not com-
pletely reversed (Figure 3.1). The best form of therapy is reversal of ischemia-hypoxia
within the time window of several minutes to avoid the devastating cascade of events
outlined earlier. It was shown that the best way to do so is to supply the asphyxiated
newborn with sufficient ambient air coupled with cooling and reducing body and
brain temperature by several centigrade for up to 7–8h. This quite recent combined
approach resulted in an improved salvage of the hypoxic brain functions with better
neurobehavioral outcome.

OS in inflammatory brain disease due to infection

The two common forms of CNS infection causing an inflammatory reaction in the
brain are meningitis where the pathogen invades the meninges and encephalitis
when the pathogen invades the brain. Many of the infectious processes will start
in the meninges and subsequently invade the brain (meningoencephalitis). While
infectious meningitis presents with fever, headache, and nuchal rigidity (stiff neck),
encephalitis presents with reduced and impaired consciousness followed by seizures
and neurological abnormalities in the form of motor and sensory deficits. In the
state of health, the brain is protected from invasion of macromolecules, microorgan-
isms, and malignant cells by the blood–brain barrier (BBB), which is a specialized
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Figure 3.1 The early and late cascade of events leading to nerve cell death in neonatal HIE.

neurovascular structure with selective permeability. Infectious agents will invade
the brain only if they are able to penetrate (“break”) the BBB or when the BBB
is damaged as happens, for example, in severe head trauma. While the majority
of bacterial infections of the CNS present as meningitis, viral infections take the
form of meningoencephalitis. In addition to bacteria and viruses, the CNS can be
invaded by fungi and parasites, which cause a more protracted disease course with
the formation of focal inflammation (cerebritis) and somewhat later brain abscess,
which is a localized mass of pus surrounded by a thick fibrous membrane that grows
slowly, producing marked local edema and increased intracranial pressured similar
to the effect of a brain tumor.

A number of CNS resident cells and especially microglia are able to form ROS
and reactive nitrogen species (RNS), a family of molecules with antimicrobial prop-
erties derived from nitric oxide (NO) and superoxide (O2

−) that are produced via the
enzymatic activity of inducible nitric oxide synthase 2 (NOS2) and nicotinamide ade-
nine dinucleotide phosphate (NADPH) oxidase, respectively, in response to certain
invading molecules. Indeed, when viruses such as herpes simplex invade the brain to
cause one of the most lethal forms of viral meningoencephalitis, a rapid but low-level
production of NO and its reactive products NO2, CO2

−, and ONOO− (peroxynitrite)
are induced. These compounds play an important role in delivering immune effectors
across the BBB because of their vasodilatory effect, which enhances the adherence
of immune inflammatory cells such as T-lymphocytes onto the neurovasculature bed
of the brain. In addition, when microglia are activated by cytokines derived from
T-lymphocytes during antigen-specific inflammatory responses, the production of NO
is dramatically enhanced. These ROS are considered the key antiviral agents in a vari-
ety of CNS viral encephalitis types. The antiviral activity of these radicals is manifested
by inducing phagocytosis. The dual actions of radicals in permitting immune effectors
to cross the BBB as well as the direct damage they cause to neurotrophic pathogens
may be necessary for eliminating the infectious agent from the CNS.

The primary defense line against invasion of infectious agents are the white blood
cells (leukocytes) including polymorphonuclear (PMN) neutrophils, and monocytes,
which are the main cell types accumulating at the site of infection. Those phagocytic
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cells respond to the presence of the invading infectious agent by producing large
amounts of oxygen-based radical species. In the CNS where the capacity of neurons
to regenerate is quite limited, the benefit of the ability of FRs to help in eradicating
infectious invaders outweighs their nonspecific tissue destructive capacity.

The PMN cells within the inflamed CNS region express high levels of three key
enzymes involved in the production of radicals. Those are Nox2 isoform of NADPH
oxidase that catalyzes the formation of superoxide (O2

−); the inducible isoform of
NOS2 that is responsible for the production of high level of NO, and myeloperoxi-
dase that catalyzes the production of hypochlorous acid (HClO) from H2O2. The dual
expression of Nox and NOS2 in PMN cells results in the formation of ONOO− from
nitric acid and superoxide.

Certain cytokines play a role in the induction of NOS2 and Nox2 in PMN and
monocyte. The principal cytokine is interferon γ (IFN-γ) produced mainly by the
activated CD4 Th1 cells, CD8 T cells, and natural killer (NK) cells. Other cytokines,
which include interleukin 1β, tumor necrosis factor-α, and interleukin 6 are pro-
duced by a variety of cells such as microglia, play an important role in modulation
of the expression and activity of the enzymes mentioned earlier. Microglia are bone
marrow-derived cells with high-level expression of Nox2 and NOS2, enabling them to
produce significant amounts of NO, O2

−, and their radical products. While astrocytes
express a number of enzymes involved in the production of ROS and RNS, neurons
express NOS1 only. The endothelial cells that are vital for the normal function of the
BBB express mainly NOS3.

Out of this variety of FRs, NO, and its reactive products are the main antiviral
protective agents in the CNS. In addition, they are capable of increasing the BBB
permeability, enabling entrance of immune effectors that facilitates the clearing of
the invading infectious agent from the CNS.

OS in neuroimmunological disorders

Multiple sclerosis (MS) is a chronic autoimmune demyelinating disease of the brain
and spinal cord affecting mainly young adults. The commonest form of MS known as
relapsing–remitting MS manifests with recurrent attacks of motor and sensory acute
impairment due to focal ormultifocal immune-mediated inflammatory damage to the
central (brain and spinal cord) white matter combined with axonal damage. About
2,500,000 people around the world suffer from MS. Females are more likely to be
affected. The prevalence (the number at a certain time of people with a particular con-
dition, usually measured as cases per 100,000) of the disease varies in different parts
of the world being as high as 154/100,000 in Scandinavia and as low as 1.5/100,000
in Southeast Asia. The typical neuropathological finding is the white matter MS
“plaque.” Plaques are spread within the white matter, frequently adjacent to the
ventricular borders, and within the corpus callosum, a thick bundle of myelinated
fibers connecting both hemispheres. In the acute phase of plaque formation, acti-
vated monocytes, lymphocytes, microglia, and macrophages destroy myelin and to a
variable degree, oligodendrocytes. The macrophages phgocyte the degraded myelin,
at first myelin fragments, somewhat later myelin proteins, and finally myelin lipids.
This evolution takes a few weeks, after which a process of scarring is established. The
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final stage is called gliosis because it consists mainly of glial cells. The chronic plaque
contains foci of BBB leakage, destroyed myelin sheets, dying oligodendrocytes (the
myelin forming glial cells in the CNS), damaged and dying axons, scar fibrous tis-
sue, and inflammatory cellular infiltrates especially monocyte-driven macrophages,
which secrete cytokines, chemokines, NO, and ROS in response to inflammation. It
is now well established that ROS-induced OS contribute to the damage caused by
MS. Similar to their effect on infectious inflammation, BBB permeability is increased
during the early phase of plaque formation due to the local damaging effect of ROS,
resulting in migration of monocytes across the injured BBB. ROS contribute to the
persistence of the plaque by inducing myelin phagocytosis accompanied by damage
to oligodendrocytes and axons. The activated microglia and the leukocytes produce
a large amount of ROS and RNS, which were shown to mediate demyelination and
axonal damage in MS brains and in the brain of animals with experimental autoim-
mune encephalomyelitis (EAE), the classical experimental model of MS. There is
also additional noninflammatory mitochondrial damage in MS believed to be caused
by the increased energy demand of the axons in response to demyelination. The
observed reduced concentration of antioxidants in the serum of patients withMS and
within the MS plaque is considered as the result of an increase in the level of ROS.

Oligodendrocytes are the myelin-forming cells and thus, the main contributors
to the existence of the central white matter, are rich in iron, a potential potent con-
tributor to OS. These cells are, therefore, prone to oxidative damage, a risk that is
enhanced by their reduced levels of the antioxidants such as superoxide dismutase,
glutathione, and glutathione peroxide.

From the observations mentioned above, it is evident that ROS contribute to the
persistence of MS lesions, a fact which calls for antioxidant treatment. Unfortunately
such treatment, which was found beneficial in experimental models of MS, cannot
be used in patients with MS due to the need to administer an extremely large amount
of available exogenous antioxidants in order to achieve adequate antioxidant levels
in the brain and spinal cord.

OS in cerebrovascular disease

Stroke also known as cerebrovascular accident (CVA) is the result of disruption of
cerebral blood flow (CBF) with concomitant brain tissue damage. Normal cerebral
circulation and cerebral blood perfusion may be impaired because of a long list of
heterogeneous disorders; thus, one should refer to stroke as a syndrome rather than a
single disease. Of the various etiologies, cerebrovascular disease is the most common
cause of stroke while hypertension, hyperlipidemia, and diabetes are important risk
factors. Age, male gender, obesity, and smoking are additional risk factors. Stroke is
the third leading cause of death and a significant contributor to acute and chronic
disabilities in adults. Indeed, 20% of people afflicted with stroke will die during
its acute phase. The acute neurological impairment is progressive during the first
hours in many cases, taking the form of motor, sensory, cognitive, and autonomic
dysfunction, which are dictated by the brain area supplied by a particular artery. For
example, when the basilar artery (which supplies the brain stem) lumen is blocked
by a blood clot formed locally or flipped from the arterial blood supply of the brain
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stem, the affected patient suffers loss of consciousness severe enough to cause a
state of coma accompanied by the failure of spontaneous breathing, swallowing,
voluntary, and reflex eye movements as well as motor–sensory functions. There may
also be erratic heart rate, brittle (jumpy) blood pressure, and impairment of one or
more sensory modalities. These signs are the result of ischemia and the subsequent
anoxia of the vital neural structures located or passing via the brain stem from the
lower parts of the brain (cerebellum and medulla oblongata) onto the cortex, spinal
cord, and vice versa. The vertebral arteries supply the basilar artery and are vital
parts of the so-called posterior circulation. When the lumen gets narrowed due to
arterial spasm, as may happen in children and young adults with a form of migraine
called “basilar artery migraine,” the blood supply becomes suddenly insufficient
causing the already mentioned signs. In both situations, if the blood supply is not
rapidly reestablished, the mentioned neural structures will suffer irreversible damage
in the form of prolonged coma, severe functional disability, and even death. Other
notable forms of brain ischemia are conditions that impair CBF by either slow pulse,
low blood pressure, or the combination of both, a frequent result of cardiac failure.
Other quite common conditions that lead to insufficient CBF and cerebral ischemia
are loss of blood volume from either massive bleeding or dehydration.

The main causes of generalized hypoxia are due to lack of environmental oxygen,
respiratory failure, or a reduced capacity of blood hemoglobin to bind and carry oxy-
gen to the brain such as in carbon monoxide or cyanide poisoning. All of these are
responsible for severe brain hypoxia, leading to a devastating cellular energy failure
and cessation of vital brain functions.

As mentioned earlier in this chapter, brain anoxia and ischemia are associated
with an increased production of FRs associated with OS, which are harmful to the
vulnerable brain due to its high content of lipids, high energy requirement, and
high oxygen consumption. Additional damage is caused by secondary inflammatory
changes at the site of stroke because of the expression of several proinflammatory
genes and the release of inflammatory mediators accompanied by migration of PMN
and monocytes/phagocytes, which add to the OS in a similar mechanism that was
described earlier for infectious inflammation. In cases where the stroke becomes hem-
orrhagic or is caused by primary intracerebral bleed (15% of strokes), the presence
of iron from the breakdown of hemoglobin adds to the production of FRs, resulting
in an increase in OS. Free iron can enhance the production of radicals via the Fen-
ton reaction in which organic substrates are oxidized by Fe2+ and reduced by Fe3+

according to the following reactions:
1 Fe2+ + H2O2 → Fe3+ +OH− +OH∗

2 Fe3+ + H2O2 → Fe2+ + HO2
∗ + H+

As described earlier regarding infectious inflammation, brain ischemia and con-
sequent anoxia lead to the cessation of ATP production, which is dependent on ade-
quate supply of oxygen and glucose, both deprived by brain ischemia. This leads to the
inability of the cells to maintain their membrane-resting potential because of the fail-
ure of the energy-dependent Na+/K+ ATPase system, which is responsible for about
one-third of the total intracellular energy generation. Indeed, after 2min of the onset
of stroke, neurons and glial cells depolarize as they lose their membrane potential, a
process that is associated with harmful enhanced release of excitatory amino acids,
as was previously noted.
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Another source of damage caused by ischemia is the production of NO. Studies
in experimental animals have documented the role of NO in a variety of neuronal
functions including learning and memory processes, cortical arousal, nociception
(pain perception), food intake, blood vessel dilatation, and immune response. The
wide range of cell types affected by NO implies that it acts as a neurotransmitter.
NO is synthesized in the brain upon demand, in response to the activation of
N-methyl-D-aspartate (NMDA) receptors by the excitatory amino acid glutamate.
Within the neuron, NO is a coproduct of the conversion of the semi-essential amino
acid L-arginine to L-citrulline by the enzyme nitric oxide synthase (NOS) with
calcium and calmodulin (a calcium-binding messenger protein) as cofactors. A group
of NOSs is classified according to its tissue domain such as neuronal nitric oxide
synthase (nNOS, aka NOS1), endothelial nitric oxide synthase (eNOS, aka NOS3),
and inducible nitric oxide synthase (iNOS, aka NOS2) by proinflammatory cytokines.
The synthesis of NO by eNOS during the early phase of stroke may play a protective
role by causing vasodilatation and an increase in local blood supply while later in the
course the accelerated synthesis of NO by nNOS and iNOS may facilitate cell death.

An additional contributing factor to brain damage caused by stroke is an oxida-
tive modification and/or DNA fragmentation mediated by the enzyme endonuclease.
These processes are active during the early phase of stroke.

OS in traumatic brain injury

Traumatic brain injury (TBI) is a major cause of physical disability, mental impair-
ment, and significant mortality. TBI affects mainly young and elderly people and if
they survive the initial trauma, then they may continue their life as disabled indi-
viduals. In the United States, the death rate from TBI in 2010 was 25.4/100,000 for
men and 9.0/100,000 for women. The soft and relatively mobile brain is partly teth-
ered to the rigid hard skull by its continuity with the spinal cord across the foramen
magnum at the base of the skull and the nerves and blood vessels that either enter
or leave the skull by bony apertures called “foramina.” The quite rigid fibrous tissue
that surrounds and protects the brain is called the dura mater (Latin – hard mother
[of the brain]), which is folded into two leafs. The outer leaf that coats the inner bony
skull is separated from the inner leaf that is closer to the brain by a very narrow fluid
filled space. The largest meningeal arteries stem from the external carotid artery and
ramify in the dura mater adjacent to the thin parts of temporal bone, which makes
them prone to local skull trauma such as a depressed skull fracture where the sharp
edges of the broken bone can injure the underlying meningeal artery that can bleed
forcibly resulting in a rapidly expanding epidural hematoma compressing the brain,
causing local compressive damage as well as life-threatening increased intracranial
pressure, which may be fatal if the hematoma is not surgically evacuated promptly.

The veins that drain the blood from the brain into venous slits located between
the dural leafs (called brain sinuses) may also be stretched and may rupture by the
sudden unequal acceleration of the skull and brain detailed below, causing a slower
forming bleed resulting in the formation of an acute and often chronic subdural
hematoma. In addition to either blunt or open (when the traumatic agent penetrates
the skull) brain and/or spinal injury, both epidural and subdural hematomas are
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common serious complication of CNS trauma. Another form of traumatic bleed
within the skull is subarachnoid hemorrhage (SAH), which is confined to the space
between the brain surface and a delicate mushy serous membrane which contains
the cerebrospinal fluid and the major blood vessels.

The difference between the low mass of the soft brain and that of the heavy skull
is responsible for another form of brain injury known as “coup contrecoup injury.”
The focally traumatized skull is responsible for localized brain injury adjacent to the
traumatic impact (coup). Subsequently, the slower acceleration of the nervous tissue
will lead to a traumatic lesion on the side opposite to the area that was impacted
(contrecoup).

Another serious type of TBI is diffuse axonal injury (DAI), which is caused the
shearing forces acting on the brain as the result of the brain’s acceleration–deceleration
detailed earlier associated with axonal stretching, damaging this delicate neuronal
extension. The victims of such an injury suffer rapid and prolonged loss of con-
sciousness, often without visible signs of significant head trauma and frequently
without abnormal focal neurological signs. Early brain imaging by computerized
tomography may appear normal or show generalized nonspecific brain edema while
MRI will reveal multiple small bleeds. A repeated study after weeks or months will
show generalized brain atrophy associated with severe neurobehavioral impairment.
Many of these patients will stay in a “chronic vegetative state” or “minimal conscious
state” for the rest of their life. At the site of brain trauma, many of the directly
damaged cells will subsequently die. Those adjacent to the center of the impact may
survive the primary injury, but will be subjected to secondary degeneration.

OS is formed almost immediately after TBI and may be the cause of mitochondrial
dysfunction observed about 30min later and sustained for at least 72h. In the mouse
model, focal TBI resulted in progressive mitochondrial damage in the form of swelling
and breakage of its outer membrane lasting 3–12h post-trauma. It was also shown
that NO radicals act with superoxide radicals to form ONOO−, an RNS involved in
post-traumatic mitochondrial dysfunction.

Lipid peroxidation due to excessive ROS formation plays amajor role in secondary
CNS damage following TBI. It was shown in the rodent experimental models that
following TBI, there is an increased release of glutamate as well as activation of the
NMDA receptors that lead to intracellular calcium toxic excess and subsequent acti-
vation of phospholipases. The latter, in addition to the ROS formed at the site of the
trauma, attack the multiple double bonds at the side chains of the PUFAs within the
cell membrane. In between those double bonds lie methylene bridges (–CH2–) that
possess reactive hydrogens, which further form lipoperoxide radicals that are unstable
and attack adjacent PUFAs. This cascade of events, called “free-radical chain reaction”,
leads to the production and accumulation of lipid peroxides, which alter membrane
permeability and cause oxidation of membrane proteins. This results in the entry of
Ca+2 into the cell, which initiates a series of reactions starting with the activation of
excitatory glutamate receptors that contribute to cell death. In addition, Ca+2 acti-
vates nNOS to produce excess NO that accumulates in the brain immediately after
brain trauma, while additional NO is produced by eNOS that is also responsible for
an additional peak of intracellular NO some days later. As mentioned in the introduc-
tion, the brain is equipped with an inadequate intrinsic antioxidant defense system.
One part of this system is low molecular weight antioxidants (LMWAs), which can



�

� �

�

Free radicals: their role in brain function and dysfunction 33

be measured, and reflects the ability to neutralized ROS. Measurements of temporal
changes in the levels of LMWA in traumatized brains of rats have shown that the ani-
mals who were able to mobilize higher levels of antioxidants within minutes of TBI
had a better recovery of brain functions. Interestingly, experimental TBI was associ-
ated with a total body increase in OS as indicated by decreased levels of LMWA in
the heart, lungs, kidneys and liver observed 60min following brain trauma. Other
intrinsic antioxidants that play a role in the defense from OS induced by TBI are
GPX, heme oxygenase (HO), and xanthine oxygenase (XO) as was mentioned ear-
lier. TBI is frequently associated with cerebral hemorrhage and extravasation of blood
via the damaged BBB. Heme release from the disintegrating red blood cells serves as
a substrate for heme oxygenase to produce CO, Fe2+, and bilirubin, adding important
substances to the increased OS induced by brain trauma.

OS in neurodegenerative disorders

This is a heterogeneous group of brain disorders characterized by premature degener-
ation of neurons. The most common of these are known as sporadic (not autosomal
dominant) Alzheimer’s disease and Parkinson’s disease (AD and PD, respectively).
Both disorders affect aged people. In AD a progressive cognitive decline (dementia)
is the hallmark of the disease, whereas PD is a chronic progressive disorder of motor
control and, to a lesser extent, sensory, cognitive, and emotional impairment. Inter-
estingly, there are patients with a combination of clinical and laboratory features of
both disorders, that is, PD with dementia and AD with parkinsonism, suggesting that
a common pathological process due to an unknown cause is shared by both diseases.

Alzheimer disease

AD known today as Dementia of Alzheimer type is quite frequent in the elderly affect-
ing 1 out of 9 people aged 65 and older (11%) and a third of people aged 85 and older
(32%). Currently, 5.2 million Americans suffer from AD. The disease is more fre-
quent in women (two-thirds of the affected). The characteristic early clinical features
consist of memory impairment for recent events such as remembering recent conver-
sations and names of people and events. This is followed by impaired communicative
skills, disorientation, confusion, poor judgment, and behavior and mood changes. At
the advanced stage, the patients require help with all basic daily functions and need
continuous close supervision. The characteristic brain pathology consists of neuronal
accumulation of twisted strands of protein (tau [τ] protein) and protein fragments
made of amyloid β (Aβ), the main constituent of the characteristic “amyloid plaques”
located in between neurons. Amyloids are insoluble fibrous protein aggregates with
a mutual structural core, which are derived from inappropriately folded versions of
proteins and polypeptides normally present in the body. The plaques are composed of
amyloid, amyloid precursor protein (APP), dystrophic neuronal extensions, activated
microglia, and reactive astrocytes.

Tau protein is normally associated with microtubules that are vital components of
the neuronal cytoskeleton made of a dimer of two globular proteins, α tubulin and β
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tubulin. Tau protein binds to microtubules promoting their assembly and providing
stability to the neuron. The hyperphosphorylated form of this protein is the main
constituent of the plaques and the characteristic neurofibrillary tangles within the
neuron. The net consequence of those neurodegenerative alterations, both intra and
extra neuronal, is impairment of the “cross talk” between brain cells.

From the gross structural point of view, the degenerative process in AD leads to
brain atrophy especially of the hippocampus, a part of the limbic system, which is
early involved in AD and plays an important role in the consolidation of information
from short-term to long-term memory and spatial orientation, especially navigation.
In addition, other brain regions that participate in a variety of cognitive functions are
the frontal cortex, cerebellum, the deep nuclei of graymatter within each hemisphere
(the basal ganglia), and the locus coeruleus, a small nucleus of adrenergic neurons
located in the pons.

In recent years, the “oxidative stress hypothesis” of AD was introduced, gained
scientific merit, and was supported by biochemical evidence. The essence of this the-
ory was the vicious cycle model of continuous progressive brain degeneration due
to OS. Studies on patients with AD and non-AD mild memory impairment disclosed
higher levels of lipid peroxidation products in the CNS and peripheral tissues in both
disorders concomitant with a decrease in the two major antioxidant enzymes GPX
and SOD. The low levels of those important antioxidants could represent a state of
“overconsumption” of those enzymes by the large load of ROS and RNS formed in
the degenerating brain, exposing it to further OS and FR damage, which results in
additional production of ROS and RNS. Heterogeneous sources of ROS, RNS, and
FR such as malfunctioning mitochondria that will be most likely present with respi-
ratory chain defect and the consequent formation of FRs with excess oxygen were
suggested. Additional support for the mentioned hypothesis is the observation of
increased redox-active sources, such as some transition metals, in particular iron, in
the early stages of Alzheimer’s disease. The Aβ extracellular deposits, typical for AD
brain, can induce local inflammatory processes with activated microglia forming ROS
similar to their response to invading infectious agent in meningoencephalitis or to the
production of proinflammatory immune complexes such as in the acute phase of MS
described above. In addition, OS can lead to intralysosomal induction of Aβ being
indirectly involved in amyloid genesis. In addition, Aβ has the ability to destabilize
lysosomal membranes, thus facilitating pathogenic macroautophagocytic processes.

Could aging be a central causative factor in AD? It is well known that aging
affects the cellular “power plants,” the mitochondria, which play important roles in
apoptosis. The process of cellular aging is associated with massive synthesis of FRs
concomitantwith abnormal alteration ofmitochondrial function and damage tomito-
chondrial membrane integrity. The altered mitochondrial membrane is now exposed
to excess FRs, which in turn “attack” the lipid-rich membrane PUFAs to produce
additional lipid peroxide radicals. Thus, the mitochondria could be the “blue-collar
worker” involved in the complicated etiopathology of AD.

OS in Parkinson disease (PD)

PD is the other neurodegenerative disease closely related to aging, feared of by elderly
people, their families, and friends. PD is quite common, reaching a frequency of
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0.1–0.5% among people aged 55–99 years. Indeed, 52% of people aged 85 and older
suffer from PD. The characteristic clinical features of PD were first reported by James
Parkinson in 1817 based on six patients, three of them observed by himwhile walking
on the street. These are slowness of voluntary movements (bradykinesia), stiffness of
muscles (rigidity), resting rhythmical tremor, and postural instability. The onset may
be so mild that it is often unrecognized or assured by their doctor everything is “just
old age.” At that stage, they are frequently referred to an orthopedic surgeon and/ or
a psychiatrist.

The disease is ultimately progressive leading to severe impairment of life quality
not only due to motor symptoms but frequently due to associated sensory, mental,
and cognitive deficits as PD is not only a form of motor impairment. In about 10%
of the patients, genetic factors are present that can cause familial PD. Those patients
have a relatively young age of onset, rapid clinical deterioration associated with drug
treatment unresponsiveness. The disease is the result of progressive degeneration and
death of about 400,000 neurons containing neuromelanin, which renders them a
dark appearance at their location in the substantia nigra pars compacta (SNPC) (from
Latin – the cell-packed black section) located in the midbrain (diencephalon). Those
cells produce the neurotransmitter dopamine that travels along a neural circuit called
the nigrostriatal pathway to reach its destination in the corpus striatum, which con-
sists of the deeply situated “basal nuclei,” that is, the tail-shaped caudate and the
lentil-shaped lentiform that is divided into the putamen and small pale appearance
medial part called globus pallidus. A complicated network of central and periph-
eral connections and the associated excitatory and inhibitory neurotransmitters is
involved in the striatal network, which is responsible for maintaining smooth coor-
dinated voluntary motor functions as well as emotional and cognitive abilities.

The clinical picture of PD is the result of a progressive decrease in dopamin-
ergic activity in the nigrostriatal network. Most of the symptoms and signs may
be completely or partially resolved by increasing brain DA. The etiology of this
degenerative neuronal process is unknown. However, OS is considered a significant
causative factor stemming from the metabolic reactions involved in synthesis of
dihydroxyphenylalanine (DOPA) and dopamine (DA). The levo-stereoisomer of
DOPA (L-DOPA; L-3,4-dihydroxyphenylalanine) is synthesized from the amino
acid L-tyrosine by the enzyme tyrosine hydroxylase and further metabolized to its
centrally active DA by either the DOPA-specific decarboxylase (DOPA decarboxylase)
or the unspecific aromatic amino acid decarboxylase. A portion of the produced DA
that is released into the synaptic gap in the striatum is extensively metabolized by the
enzyme monoamine oxidase (MAO) located at the mitochondrial outer membrane.
The “surviving” DA is stored in vesicles and then following appropriate stimuli is
released into the synaptic gap. Reuptake of the “leftover” DA by the protein DA
transporter (DAT) enables maintenance of a stable and constant availability of DA
which is vital for normal voluntary movements.

Evidence for increased OS in brains of PD patients was derived from the presence
in the SNPC of a decreased ratio of GSH/GSSG (glutathione and oxidized glutathione,
respectively), a knownmarker of OS. Both DOPA and DA contain a catechol ring and
are therefore named catecholamines. The catechol ring is a very reactive compound
that can explain the role of DA and DOPA in the increased OS present in PD brains.

The complex metabolic pathways involved in synthesis and breakdown of DOPA
and DA are the source of a variety of ROS and RNS with a potential to oxidize DNA
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to form oxidized nucleic acids, which may cause harmful mutations. These ROS can

act on mitochondrial membranes to decrease the ability of those organs to supply

adequate ATP required by the “overworked” aging nigrostriatal system. In addition,

OS may impair intracellular protein folding, resulting in the formation of abnormal

protein aggregates within the cytoplasm in the form of the acidophilic intracellular

inclusions known by the name Lewy bodies. These are aggregates of α-synuclein, a
cytosolic protein of nerve cells, and τ protein, which are present within neurons in the

SNPC of patients with PD. The presence of such protein aggregates is the expression of

protein misfolding, which impairs the neuronal cytoskeleton. This α-synuclein pro-

tein is also found in AD, a fact that further supports its role in neuronal degeneration.

Therapeutic implications and opportunities

The development and introduction of any drug that is supposed to act locally on the

CNS is dependent on its ability to cross the BBB to reach its target. This obstacle is

bypassed in CNS disorders, since many of them are associated with damaged BBB

as mentioned earlier. Once the therapeutic molecules reach their target cell and/or

synapse, their affinity and solubility in fat, the main constitute of the CNS, determine

their potential ability to affect the brain and its network. It can be stated, in general,

that as for today, the net results of antioxidant therapy in human brain disease is

dismal. Moreover, the beneficial role of OS in the CNS may be nulled by the action

of drugs with antioxidant properties.

In HIE, few clinical trials such as supplementation of vitamin E that has strong

antioxidant activity in preterm infants reduced the risk of intracranial hemorrhage,

a frequent complication of prematurity, but increased the risk of sepsis. In prema-

ture newborns of very low birthweight, it increased the risk of sepsis but reduced

the risk of severe retinopathy and blindness. It was concluded that supplementation

of high-dose vitamin E in this particular population has more disadvantages than

benefits. N-Acetyl Cysteine (NAC) is a another potential agent with marked antioxi-

dant properties that showed promising results in asphyxiated newborn piglets, but in

few clinical trials, which assessed its supplementation in premature newborns, there

was no sufficient support to their value; in a single study, NAC supplementation to

premature septic newborns resulted in increased mortality rate.

Although there are attractive theoretical possibilities on how to enhance endoge-

nous antioxidant activity to counteract ROS-induced damage in MS, practical ther-

apeutic convincing conclusions are still needed. The same can be said for infectious

inflammation.

Lazaroids are aminosteroids with potent antioxidant properties, especially acting

on lipid peroxidation but have no glucocorticoid or mineralocorticoid activity.

Tirilazad mesylate is one of the Lazaroids that was chosen for clinical trials in TBI.

Only a subgroup of the population study that consisted of males with severe TBI

accompanied by subarachnoid hemorrhage benefited from this mode of treatment

by reduced mortality and a better state of consciousness than placebo. It can be stated

that in spite of the promising results from experimental models of TBI, antioxidant
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treatment in patients has so far failed. This statement is also valid for stroke, MS,
and the neurodegenerative disorders AD and PD.

Multiple choice questions

The questions are intended to expand the knowledge of the student by encouraging her/him

to reach the correct answer by additional reading and using commonsense.

1 The neuron is susceptible to OS and requires a constant rich supply of oxygen due to the

following:

a. Different from other cell types, many motor neurons in the cortex have axons that reach

distal muscles, that is, those which innervate the small muscles in the feet that may be

at least 2m long in an NBA player

b. Neurons are connected to a large number of other neurons by a network of multiple

synapses reaching their dendritic spines (small membranous protrusions from the neu-

ron’s dendrite that typically receives input from a single synapse of an axon)

c. Neurons are “factories” of vital neurotransmitters requiring constant energy supply

d. All are correct

2 All the following are correct for stroke except:

a. Hypoglycemia will cause a stroke localized to the most active part of the brain, which

are the basal ganglia

b. There is a particular type of very small stroke deep in the brain called “lacuna.” Those

are the typical findings in people with long-standing hypertension

c. Stroke can be the result of a thrombus located on the aortic valve

d. An autoimmune process causing inflammation in thewall of a cerebral artery (Vasculitis)

can result in stroke

e. Migraine is a risk factor for stroke

3 Choose the correct statement form of the following:

a. The aging brain is partially immune to OS due to its reduced volume and decreased

metabolic activity

b. The immature brain is partially immune to OS due the underdeveloped connections

between the immature nerve cells

c. The developing brain of newborns is dependent on continuous energy supply because

of its steep growth spurt

d. Females are at a greater risk of stroke than males due to their lifelong periodic hormonal

fluctuations increasing the risk of altered blood coagulation functions

e. Athletes are more prone to OS-induced brain ischemia and subsequent stroke due to

their high energy expenditure
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Mediators of neuroinflammation
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THEMATIC SUMMARY BOX

At the end of this chapter, students should be able to:

• Define neuroinflammation

• List the main cellular mediators of neuroinflammation

• Describe the characteristics of microglial activation

• List the microglial effector molecules

• List the exogenous and endogenous signals that induce microglial activation

• Differentiate between the proinflammatory and anti-inflammatory states of activated
microglia

• Describe the interaction between neurons and microglia

• Illustrate the contribution of dysregulated microglial activation to the pathogenesis of
various neurological disorders

• Understand how microglial activation could be used as an early-stage diagnostic
biomarker for neurological disorders

• Understand how mediators/pathways of neuroinflammation could be used as potential
therapeutic targets

Introduction

Inflammation in the brain, that is, neuroinflammation, can be triggered by the
presence of foreign substances including microbial pathogens and the occurrence of
neuronal injury inflicted by ischemic, traumatic, and neurotoxic insults. The inflam-
matory response, by design, aids to restore the disrupted homeostasis in the brain
and, ideally, should subside after the eradication of the invading pathogens, removal
of the cellular debris, and/or the initiation of potential repair mechanisms. However,
a persistent presence of inflammatory stimuli could, on the other hand, result in a
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sustained inflammatory response, leading to the overproduction and accumulation
of proinflammatory and cytotoxic effector molecules that could exacerbate neuronal
damage, which, in turn, could trigger an additional inflammatory response. There-
fore, neuroinflammation and neuronal damage, mediated by various inflammatory
mediators, may create a reciprocal and vicious cycle that may potentially play
a key role in driving the degenerative process in various neurological disorders.
Mediators of this vicious cycle could serve as potential diagnostic biomarkers and/or
therapeutic targets for the detection and treatment of the disorders. In this chapter,
we will attempt to summarize the key features of cellular and molecular mediators
of neuroinflammation and their relevance to a number of neurological disorders.

Cells mediating neuroinflammation

Neuroinflammation is primarily mediated by two non-neuronal cell types in the
brain, namely microglia and astroglia. Microglia are the resident immune cells in the
brain and represent around 10% of the cell population in the adult central nervous
system (CNS). Microglia, unlike astroglia, have a mesodermal origin and arise from
primitive myeloid progenitor cells, which migrate into the CNS early during develop-
ment where they play a crucial role in sculpting the newly formed neuronal synapses
and eliminating excess neurons.1,2 Microglia are also important for adult neuroge-
nesis and synaptic plasticity through its role in eliminating newborn hippocampal
neurons that fail to integrate into the adult brain circuitry and continuously mon-
itoring and pruning the synaptic connections.2,3 The primary function of microglia
is immune surveillance and maintenance of homeostasis in the brain. They con-
stantly survey the surrounding microenvironment and become readily activated in
response to various stimuli such as invading pathogens and neuronal injury and, once
activated, secrete proinflammatory and anti-inflammatory factors and neurotrophic
factors in an attempt to restore homeostasis.4 Astroglia, important in providing struc-
tural and nutritional support to neurons, are also involved in neuroinflammation,
but with a less robust response compared to microglia in terms of type and quantity
of factors released.5 Therefore, in an intact brain, microglia are the chief mediators
of the inflammatory response. However, if the integrity of the blood–brain barrier is
compromised, peripheral immune cells may gain access to the CNS and contribute to
neuroinflammation.

Characteristics of microglial activation

Once activated, microglia undergo significant changes in morphology, number, gene
expression, and secretory profiles. Activated microglia transform to an amoeboid
shape with larger soma and much shorter and less ramified processes, which is func-
tionally required for it to carry out its increased phagocytic activity.Microglia accumu-
late at the site of injury and significantly increase in number as a result of proliferation
and chemotactic migration. Microglial activation is marked by the upregulation of cell
surface markers such as CD11b, CD45, ionized calcium-binding adapter molecule 1
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Table 4.1 Components of microglial activation cascade.

Amoeboid transformation

Proliferation

Chemotaxis

Phagocytosis

Production of:

Proinflammatory cytokines (TNF-α, IL-1β, IL-6)
Free radicals (ROS & NO)

Lipid metabolites (PGs)

TNF-α, tumor necrosis factor-alpha; IL-1β, interleukin-1beta; IL-6, interleukin-6;

ROS, reactive oxygen species; NO, nitric oxide; PGs, prostaglandins.

(Iba1), and major histocompatibility complex II (MHC-II). Furthermore, they release
a wide variety of soluble factors including cytokines, chemokines, free radicals, and
lipid metabolites6 (Table 4.1).

Proinflammatory cytokines such as tumor necrosis factor-α (TNF-α), interleukin-1
β (IL-1β), and IL-6 are among the key mediators of neuroinflammation. During
the course of microglial activation, cytokines are in general synthesized as inactive
precursor proteins that are proteolytically processed to the active form before release
into the extracellular space. Cytokines then interact with their specific surface
receptors on target cells to initiate cell signaling pathways or exert cytotoxic effects.
TNF-α acts on TNFR1 and TNFR2 receptors, resulting in the activation of diverse
signaling pathways that include induction of apoptotic cell death via activation
of the caspase-8 dependent extrinsic pathway of apoptosis and activation of the
nuclear factor-κ B (NF-κB) pathway, which results in further production of proin-
flammatory cytokines including TNF-α itself in an autocrine manner.7 IL-1β acts on
the IL-1R receptor and activates multiple inflammatory signaling pathways such as
NF-κB, C-Jun N-terminal kinase (JNK), and p38 mitogen-activated protein kinase
(MAPK), leading to an increase in the expression of cytokines such as IL-6 and
IL-1β itself,8 in addition to increased synthesis of prostaglandin E2 (PGE2) and nitric
oxide (NO).9,10 IL-1β signaling is controlled by its natural antagonist interleukin-1
receptor antagonist (IL-1RA), which blocks the binding of IL-1β to its receptor
and aborts its downstream signaling cascade.8 IL-6 is a versatile cytokine that acts
through IL-6R receptor and glycoprotein 130 (gp130), eliciting proinflammatory as
well as anti-inflammatory responses.11 Reactive oxygen species (ROS) are highly
reactive oxygen-containing molecules that could damage vital cellular constituents
such as proteins, nucleic acids, and lipids resulting in a myriad of detrimental
effects including protein misfolding, enzyme inactivation, DNA damage, and lipid
peroxidation. ROS are crucial for their role in destroying any invading pathogens or
aberrant cells through the nicotinamide adenine dinucleotide phosphate (NADPH)
oxidase-dependent respiratory burst in addition to the elimination of excess uninte-
grated neurons during development. Oxidative stress occurs due to the imbalance
between excessive ROS production and deficient antioxidant defenses leading to
ROS-mediated tissue damage. Neurons are particularly vulnerable to oxidative stress
due to its high energy consumption, which leads to the collateral generation of
ROS from the mitochondrial respiratory chain; the relative scarcity of intracellular



�

� �

�

42 Chapter 4

antioxidants such as glutathione; the presence of high levels of iron in particular
brain regions such as substantia nigra, which facilitates the generation of more
ROS through the Fenton reaction; and the generation of ROS as by-products of
the metabolism of certain neurotransmitters such as dopamine. In addition, the
brain is rich in polyunsaturated fatty acids that are highly susceptible to oxidative
damage through lipid peroxidation.12,13 Nitric oxide (NO) is a nitrogen free radical
that could react with integral cellular molecules inducing nitrosative damage. NO
is generated upon the conversion of L-arginine to L-citrulline by the action of nitric
oxide synthase (NOS) that exists in three isoforms: neuronal nitric oxide synthase
(nNOS/NOS1), inducible nitric oxide synthase (iNOS/NOS2), and endothelial nitric
oxide synthase (eNOS/NOS3). iNOS/NOS2 is the isoform present in microglia
and macrophages and normally has a low constitutive activity, but it is readily
upregulated upon microglial activation.14 NO exerts a neurotoxic effect through
multiple mechanisms. NO inhibits the mitochondrial respiratory chain, resulting in
decreased ATP synthesis and energy failure. It blocks glutamate uptake resulting
in the accumulation of high levels of extracellular glutamate and subsequent
excitotoxic cell death.15 Importantly, NO could react with superoxide free radical to
form the highly reactive peroxynitrite free radical, which wreaks havoc on cellular
constituents.16 Lipid mediators such as prostaglandins (PGs) are arachidonic acid
derivatives synthesized by cyclooxygenase (COX) enzyme that exists in two isoforms:
the ubiquitously expressed and constitutively active COX-1 and the inducible COX-2
that is mainly expressed in immune cells.17 PGs act on G-protein-coupled receptors
in a paracrine and/or autocrine manner. PGE2 is the main proinflammatory PG that
signals through four distinct receptors (EP1–4). PGE2 acts on EP1 receptors that may
cause neuronal excitotoxicity via alteration of cellular Ca2+ levels and disruption of
its homeostasis.18 In addition to the proinflammatory factors, activated microglia
also secrete anti-inflammatory cytokines such as IL-4, IL-10, and IL-1319 as well
as neurotrophic factors such as brain-derived neurotrophic factor (BDNF)20 and
insulin-like growth factor (IGF),21 which serve to resolve the inflammatory process
and promote tissue repair. The overall inflammatory response represents the net
effect of the interaction of various proinflammatory and anti-inflammatory factors
owing to the extensive cross talk among them.

Detrimental versus beneficial roles of microglial activation
Microglia alternate between two main phenotypes: the deactivated (resting) “ram-
ified” phenotype that plays important roles in neurogenesis and synaptic plasticity,
and the activated “amoeboid” phenotype that, depending on the gene expression
and secretory profiles, could be further subdivided into the proinflammatory clas-
sically activated (M1) state and the anti-inflammatory alternatively activated (M2)
state.19 M1 state involves secretion of proinflammatory and cytotoxic factors includ-
ing cytokines, free radicals, and prostaglandins. On the other hand, M2 state involves
secretion of anti-inflammatory and neurotrophic factors. Classical microglial activa-
tion and the resulting inflammatory response is beneficial only if it occurs in a con-
trolled and self-limiting manner as it helps in the destruction of invading pathogens
and aberrant cells, as well as phagocytosis of apoptotic cellular debris. However, a
sustained and uncontrolled inflammatory response will result in the secretion of
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excessive amounts of the neurotoxic proinflammatory factors leading to various neu-
rological pathologies. Therefore, it is imperative to establish and maintain a proper
balance between the proinflammatory (M1) and the anti-inflammatory (M2) states,
where the inflammatory response is resolved once the stimulus has been eliminated
and a subsequent shift toward the anti-inflammatory state occurs in order to support
tissue repair.

Microglia-activating signals
Microglia are highly sensitive to changes in the CNS homeostasis as they are con-
stantly surveying their microenvironment and become readily activated in response
to potential threats to the CNS.Microglial activation can be triggered either by foreign
substances and pathogens that invade the CNS tissue (exogenous signals) or certain
factors released from injured neurons (endogenous signals). Activation is mediated
through a set of microglial receptors known as pattern recognition receptors (PRRs),
which recognize specificmolecular patterns known as pathogen-associatedmolecular
patterns (PAMPs) that are present in pathogens, or danger-associated molecular pat-
terns (DAMPs), which are present in intracellular molecules that are released upon
neuronal damage. PRRs include toll-like receptors (TLRs), scavenger receptors, recep-
tor for advanced glycation end-products (RAGE), Nucleotide Oligomeriaztion
domain (NOD)-like receptors (NLRs), and purinergic receptors.22 TLRs are themajor
PRRs that recognize and become activated by certain PAMPs and DAMPs, triggering a
cascade of downstream signaling events involving NF-κB and MAPKs that culminate
in the production of various proinflammatory effector molecules.23

Exogenous signals
Invading pathogens such as bacteria and viruses induce a robust inflammatory response
in the CNS that is primarily mediated through TLRs. Pneumococcal infection trig-
gers microglial activation via TLR2 and TLR4.24 Viral encephalitis is associated with
a strong immune response mediated through TLR2 and TLR9.25 Furthermore, the
bacterial endotoxin lipopolysaccharide (LPS) induces a robust inflammatory response
through activation of the microglial TLR4 and has been used in experimental animals
to model pathogenic processes involving inflammation.23 Environmental toxicants such
as the pesticides paraquat26 and rotenone,27 as well as the organochlorinated pesticide
dieldrin,28 have also been reported to induce microglial activation and subsequent
neurotoxicity. In addition, heavy metals such as manganese have been shown to
activate microglia to produce ROS and cause subsequent neuronal loss.29,30

Endogenous signals
Research in the last decade or so has identified a number of factors that are capa-
ble of inducing microglial activation, and the list is growing. These factors could be
released from neurons injured or stressed by a variety of insults including ischemia,
trauma, exposure to neurotoxins, oxidative stress, and gene mutations. The currently
identified factors include histone H1, a nuclear protein whose main function includes
packaging the nucleic acid into the highly dense chromosomes. Interestingly, it is
released from ischemic neurons and induces the expression of microglial MHC-II
together with promoting microglial survival and chemotaxis.31 Another factor is heat
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shock protein 60 (HSP60) whose main function is to assist the proper folding of newly
synthesized or denatured polypeptides. It is released from injured neurons and is able
to induce microglial activation via TLR4 signaling and results in a significant neu-
ronal death in culture.32 Both the calcium-dependent cysteine protease μ-calpain33
and matrix metalloproteinase-3 (MMP3)34,35 have been shown to cause microglial acti-
vation and subsequent neurotoxicity. A cysteine protease inhibitor cystatin C has been
shown to be released from neurotoxin-injured neurons and cause microglial activa-
tion and exacerbate neurotoxicity.36

Neuron–microglia interplay

The neuron–microglia relationship is now viewed as a reciprocal “two-way” inter-
action. In the healthy CNS, microglia are tightly regulated through the interaction
with the surrounding neurons where neurons inhibit microglial activity through
both contact-mediated and paracrine inhibition. Contact-mediated inhibition is med-
itated through membrane-bound neuronal signals such as the glycoprotein CD200
and the chemokine ligand fractalkine (CX3CL1), while paracrine inhibition is medi-
ated through released soluble neuronal signals such as transforming growth factor-β
(TGF-β), BDNF, and the soluble form of CX3CL1.37 On the other hand, injured or
stressed neurons release neuronal factors that would act as “emergency signals” to
their surrounding milieu to activate microglia. Therefore, in a degenerating brain,
sustained microglial activity occurs due to not only the release of microglia-activating
signals from injured neurons but also the disinhibition of microglial activity as a result
of loss of the inhibitory neuronal signals. This sets in motion a self-perpetuating
cycle of neuronal loss and microglial activation, which could explain the progres-
sive nature of neurodegenerative diseases. Intriguingly, despite the well-established
association between microglial activation and neurodegeneration, it remains a hotly
debated “chicken and egg” issue whether microglial activation could initiate neu-
rodegeneration by itself or it just accelerates and propagates the already initiated
neurodegenerative process.

Pathological implications of dysregulated microglial
activation

Microglial activation and the resulting neuroinflammation have been implicated
in a variety of neurological disorders including neurodegenerative diseases such as
Alzheimer’s disease (AD) and Parkinson’s disease (PD), brain injuries such as stroke
and traumatic brain injury, as well as psychiatric disorders such as schizophrenia and
depression.

Neurodegenerative diseases
Alzheimer’s disease (AD)
AD is the most common neurodegenerative disease that involves a progressive loss of
memory and cognitive dysfunction. It is characterized by the presence of β-amyloid
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plaques and neurofibrillary tangles in the brain.38 Epidemiological studies have
reported a reduced risk of AD development in nonsteroidal anti-inflammatory drug
(NSAID) users.39–41 Brain imaging studies suggest early-stage microglial activation in
disease progression.42 Microglial activation43 has been observed in postmortem AD
brains, and elevated levels of TNF-α,44 IL-1β, and IL-645 are seen in the cerebrospinal
fluid (CSF) of AD patients. In animal models of AD, robust microglial activation
in proximity to β-amyloid plaques46,47 and significant increase in proinflammatory
cytokines are observed.48 The role of oxidative stress in AD pathogenesis is sup-
ported by the neuroprotective effect of the free radical scavenger edaravone against
β-amyloid neurotoxicity.49 As a potential anti-inflammatory intervention strategy
for AD, a pilot study has shown that the TNF-α inhibitor, etanercept, significantly
improved the clinical outcome in AD patients.50

Parkinson’s disease (PD)
Parkinson’s disease (PD) is the secondmost prevalent neurodegenerative disease. The
movement disorders observed in PD patients is associated with a selective and pro-
gressive degeneration of the nigrostriatal dopamine-releasing neurons. Similar to AD,
microglial activation was detected in the substantia nigra of postmortem PD brains,51

and elevated levels of TNF-α,52 IL-1β, and IL-645,53 have been detected in the brain
and CSF of PD patients. Epidemiological studies have shown that the use of NSAIDs
reduces the incidence of PD.54,55 Experimentally, neuroinflammation has been shown
to play an important role in PD pathogenesis.13,56 At least as a proof of concept,
administration of bacterial endotoxin LPS results in a robust inflammatory response
and subsequent PD-like dopaminergic neurodegeneration in the brain.23 The proin-
flammatory effectors, TNF-α,57 NADPH oxidase,58 iNOS59, and COX-260 have all been
shown to be keymediators of dopaminergic neurotoxicity. Several anti-inflammatory
agents have been shown to provide neuroprotection in various PD animal models.56

Brain injuries
Stroke (ischemic brain injury)
Stroke is one of the leading causes of death and disability. Besides hemorrhagic stroke
which is caused by blood vessel rupture inside the brain, themajority of cases of stroke
are ischemic and occur as a result of a blockage of blood flow to certain brain areas
due to clot formation, which consequently leads to neuronal damage in the ischemic
areas. Microglia become readily activated in response to the ischemic neuronal injury
and are detected in both the ischemic core and the penumbral regions.61,62 Activated
microglia mediate the postischemic neuroinflammatory response via producing sev-
eral proinflammatory factors, which have been implicated in worsening the clinical
outcome in stroke patients by causing secondary bystander neuronal damage. Ele-
vated levels of TNF-α63,64 and IL-664 have been detected in the CSF of stroke patients.
A role of TNF-α in ischemic injury is supported by the exacerbated neuronal dam-
age following TNF-α administration and the neuroprotective effect of blocking TNF-α
using either recombinant type-I-soluble TNF receptor or neutralizing anti-TNF-α anti-
body in a rat model of focal brain ischemia.65,66 Role of IL-1β in ischemic injury
is supported by the reduced neuronal damage observed in IL-1R167 or IL-1β con-
verting enzyme-deficient mice,68 in addition to the ability of IL-1RA to mitigate the
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ischemic brain injury.69,70 Furthermore, deletion of TLR271 and TLR4,72 which are
major mediators of the ischemic injury-associated immune response, results in sig-
nificant neuroprotection against ischemic brain injury. Minocycline,73 a microglial
activation modulator, and edaravone,74 a free radical scavenger, have been shown to
significantly reduce ischemic brain damage.

Traumatic brain injury (TBI)
Traumatic brain injury (TBI) induces a robust inflammatory response mediated
through increased microglial activity, which results in the aggravation of neuronal
damage and impairment of tissue repair.75 This is supported by the chronic persistent
microglial activation seen in TBI patients.76 Elevated CSF levels of IL-1β and IL-6
have been detected in TBI patients.77 Also, a significant increase in levels of TNF-α,
IL-1, IL-6,78–81 and superoxide free radical82 has been observed in brains of TBI
animal models. Conversely, reduced microglial activation, neuroprotection, and
improved motor functions have been observed in animal models of TBI following
application of TNF-α inhibitor,78 soluble TNF receptor,79 IL-1RA,83 NADPH oxidase
inhibitor,84 free radical scavenger,82 and the anti-inflammatory agent minocycline.85

Neuropsychiatric diseases
Schizophrenia
Accumulating evidence supports a role for microglial activation in the pathogenesis
of schizophrenia. Epidemiological studies have shown that prenatal infection
significantly increased the risk of developing schizophrenia.86 Microglial activation
was observed in positron emission tomography (PET) scan of brains of schizophrenic
patients as well as postmortem brains of patients with chronic schizophrenia.87–89

Furthermore, increased expression or levels of cytokines TNF-α, IL-1β and/or IL-6,
and/or the microglial marker MHC-II have been detected in brains, CSF, and/or
serum of schizophrenic patients.90–93 Interestingly, addition of microglial activity
modulator minocycline to antipsychotic therapeutic regimens has been shown to
improve the clinical outcome in schizophrenic patients,94,95 consistent with the
observed microglial activation–inhibitory activity of several antipsychotic drugs
observed in vitro.96–98

Depression
Postmortem analysis has detected robust microglial activation in brains of depressed
patients who committed suicide.99 In patients with major depressive disorders,
elevated levels of IL-1β and IL-6 were found in serum and/or CSF.91,100,101 Exper-
imentally, involvement of IL-6 in depression is supported by the observation of
depression-like symptoms in animals following IL-6 central administration and the
abolished antidepressant effect of the selective serotonin reuptake inhibitor (SSRI)
fluoxetine in mice overexpressing IL-6.102 TNF-α serum levels were significantly
elevated in major depressive disorder patients, but returned to normal levels
after antidepressant treatment.103 Deletion of TNFR1 or TNFR2 has been shown
to suppress depression-like behaviors in mice.104 The potent microglial activator,
bacterial endotoxin LPS, induced depressive-like behaviors in mice.105 For the same
token, interleukin converting enzyme (ICE) knockout mice showed decreased
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Figure 4.1 Interplay between neuronal injury and microglial activation and the various

mediators of neuroinflammation. TNF-α, tumor necrosis factor alpha; TACE, TNF-α converting

enzyme; IL-1β, interleukin-1 beta; ICE, IL-1β converting enzyme; IL-1RA, interleukin-1

receptor antagonist; ROS, reactive oxygen species; NOX, NADPH oxidase; NO, nitric oxide;

iNOS, inducible nitric oxide synthase; PGs, prostaglandins; COX, cyclooxygenase; HSP60, heat

shock protein 60; MMP3, matrix metalloproteinase 3; siRNA, small interfering RNA.

depressive-like behaviors following central LPS administration, implying a key role
for IL-1β.106 The role of microglial activation in depression pathogenesis was further
supported by the antidepressant-like effects of minocycline, the microglial activity
modulator, in a rat model of depression107, in addition to the anti-inflammatory
effects of several antidepressant drugs including the SSRI fluoxetine108 and the
tricyclic antidepressants (TCAs) amitriptyline and nortriptyline,109 which have been
shown to inhibit LPS-induced microglial activation and the subsequent release
of microglial proinflammatory factors, suggesting that their antidepressant effects
involve an anti-inflammatory component.

Microglial activation as a diagnostic biomarker
and therapeutic target

Components of microglial activation cascade may hold the promise as potential
early-phase diagnostic biomarkers for CNS disorders in which neuroinflammation
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plays a role in the initiation stage of the progressive neurodegeneration process.
If a particular neurological disorder is characterized by neuronal dysfunction at
a specific brain region, the spatial localization of early stage microglial activation
could forecast the development of diseases unique to the brain region such as the
substantia nigra region for PD. Microglial activation could be visualized, with ever
increasing sensitivity due to advance in technology and probe development by
magnetic resonance imaging (MRI) and PET.42,110 Moreover, identification of certain
inflammatory factors or factors specific to injured neurons in CSF or serum could also
potentially be used as indicators of the symptom-causing neuronal loss. Similarly,
key regulatory steps in the microglial activation pathways and critical factors that
serve to initiate or modulate microglial activation could be potential targets for
therapeutic intervention. Upstream targets include the microglia-activating neuronal
factors. Downstream targets include the neurotoxic effector molecules produced by
the activated microglia (Figure 4.1). Continued investigation into the precise role of
neuroinflammation in the pathogenesis of neurological disorders will certainly help
us diagnose and manage those devastating diseases.

Multiple choice questions

1 Which of the following is NOT true about microglia?

a. They are a highly specialized type of glial cells in the brain

b. They originate from the ectoderm during development

c. They are the key mediator of neuroinflammation

d. They secrete both proinflammatory and anti-inflammatory cytokines

2 Microglia can be activated by

a. Invading pathogens (e.g., bacteria and viruses) in the brain

b. Brain injury

c. Certain environmental toxins

d. All of the above

3 Microglial activation is thought to be involved in the pathogenesis of which of the following

diseases?

a. Alzheimer’s disease

b. Parkinson’s disease

c. Ischemic stroke

d. All of the above
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Oxidative and nitrative stress
in schizophrenia
Anna Dietrich-Muszalska
Department of Biological Psychiatry of the Chair of Experimental and Clinical Physiology, Medical University of Lodz,

92-215 Lodz, Poland

THEMATIC SUMMARY BOX

At the end of this chapter, students should be able to:

• Describe the main features of schizophrenia

• Outline the etiopathogenesis of this disorder

• Describe the changes in cellular biomolecules induced by oxidative stress in schizophrenia

• Analyze the contribution of oxidative and nitrative stress in schizophrenia

• Describe the changes in cellular biomolecules induced by oxidative stress in schizophrenia

• Know which enzymes are responsible for the synthesis of NO

• Explain the use of oxidative stress biomarkers in psychiatric research

• Point out the role of antioxidants in psychiatric disorders

Introduction

Since the discovery of the first free radical by Gomberg in 1900 and the suggestion
of its role in the etiology of schizophrenia in the mid-1950s, there has been a great
progress in the study of oxidative stress in neuropsychiatric disorders.1,2 The role of
oxidative stress and lipid peroxidation causing the alteration in the composition of
phospholipid membrane was presented by Horrobin in 1998.3

Antioxidant defense deficiency in the cortex of maturational development and
stressful physiological activity leads to increased concentrations of reactive oxygen
species (ROS), which in turn cause cellular injury dysfunction, and potentially cell
death.4,5 A large body of evidence suggests that ROS are involved in cell membrane
pathology and may play a role in schizophrenia and other psychiatric disorders.

Reactive oxygen species include both free radicals and species that are not free
radicals (hydrogen peroxide, singlet oxygen, ozone, hypochlorite, and peroxynitrite).

Oxidative Stress and Antioxidant Protection: The Science of Free Radical Biology and Disease, First Edition.
Edited by Donald Armstrong and Robert D. Stratton.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.
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Figure 5.1 The predominance of oxidation processes caused by oxidative stress. (Figure pre-

pared by A. Dietrich-Muszalska.)

Free radicals play an important role in cellular signaling. However, being highly
unstable with unpaired electrons, they have enough oxidative potential and strength
to damage cellular proteins, lipids, carbohydrates, and nucleic acids. In healthy
organisms under physiological conditions, there is a balance between the production
of ROS and the activities of antioxidant enzymes and other antioxidants since
multiple defense mechanisms exist to protect the organism against free radicals.
The balance between the prooxidative and antioxidative processes is a physiological
phenomenon used in many important functions of the body. The imbalance with a
predominance of oxidation, defined as oxidative stress (Figure 5.1), may be involved
in the pathogenesis of many diseases including schizophrenia.

Reactive oxygen species are produced in mitochondria as a leak of electrons from
the electron transport chain. Oxidative phosphorylation in the mitochondrial elec-
tron transport chain is highly effective, but incomplete reduction in oxygen during
respiration produces superoxide anions (O•−

2 ) that are enzymatically dismutated by
superoxide dismutase (SOD) to hydrogen peroxide (H2O2). Hydroxyl radicals, in turn,
are formed via the Fenton reaction.6 Because of these reactions, superoxide anion
(O•−

2 ) is one of themost important ROS and is controlled viamultiple enzyme systems:
SOD, catalase (CAT), glutathione (GSH) transferase and thioredoxin (Trx). Nicoti-
namide adenine dinucleotide phosphate (NADPH) oxidase (NOX2) and xanthine
oxidase (XO) are also involved in the production of free radicals.6,7

Since the brain with its high metabolic rate is particularly vulnerable to oxidative
damage, the impairment of redox mechanisms in the brain is manifested as an imbal-
ance in the generation and scavenging of ROS and reactive nitrogen species (RNS)
as well as altered regulation of these fundamental redox mechanisms. This imbal-
ance leads to oxidative stress, which can contribute to the pathogenesis of the brain
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abnormalities in schizophrenia.6 Moreover, cognitive dysfunction in schizophrenia is

associated with changed redox mechanisms.8,9

Oxidative stress participates in the development of many diseases and is believed

to contribute to aging of cells and organisms. Oxidative stress-induced impairment

of neuronal processes may be involved in neurodegeneration and also in the patho-

physiology of neuropsychiatric diseases.

Oxidative stress and psychiatric disorders

Although the brain is the major organ affected by oxidative stress in neuropsychiatric

disorders, the results of numerous studies indicate that the markers of oxidative cell

injury in the central nervous system (CNS) correlate with the markers in peripheral

cells, mainly the blood cells (erythrocytes and platelets).

The CNS presents high amount of oxidizable substrates, high oxygen tension,

and relatively low antioxidant capacity, making it extremely vulnerable to oxidative

damage.10,11 Moreover, highmetal content (e.g., iron, zinc, copper andmanganese) in

the brain can catalyze the formation of ROS/RNS. The brain utilizesmore than 20%of

oxygen consumed by the body, yet it comprises only 2% of the total body weight.12,13

The high energy demand from oxidative glucose metabolism and a high concentra-

tion of polyunsaturated fatty acids (PUFAs) and relatively low levels of antioxidants

are, therefore, thought to render the brain more vulnerable to oxidative damage than

most organs.12,14

The impaired redox regulation caused by genetic and environmental factors,

with alterations of antioxidant defense systems and oxidative stress in brains of

schizophrenic patients, is associated with various pathophysiological processes

including mitochondrial dysfunction, inflammation, epigenetic changes, impair-

ment of cell signaling, hypoactive N-methyl-D-aspartate (NMDA) receptors, and

impairment of γ-aminobutyric acid (GABA) interneurons.15–19 Schizophrenia is

characterized by mitochondrial dysfunction with oxidative damage to the mitochon-

drial membrane and the mitochondrial electron transport chain dysfunction.20–22

Dopamine (DA) may also impair mitochondrial membrane potential.18,23

In some brain structures, the presence of significant quantities of transition metal

ions such as iron (Fe), copper (Cu), and manganese (Mn) can also contribute to

the formation of ROS.6 Free radical-induced peroxidation of lipid/phospholipid in

cell membranes may cause damage to the membrane and changes in its biophysi-

cal properties, such as fluidity and inactivation of receptors/enzymes associated with

the membrane.24 These processes, in turn, may lead to disturbances in the physi-

ological function of cells, especially neurons. Neurons are particularly sensitive to

oxidative stress; therefore, the efficiency of the antioxidant defense system plays

an important role in their normal functioning. The low antioxidant defense system

observed in schizophrenia seems to be, in part, responsible for oxidative stress in the

disorder.25,26

All types of biological molecules such as DNA, proteins, and lipids are under the

attack of ROS and RNS. Because oxygen free radicals are rapidly metabolized in vivo,



�

� �

�

60 Chapter 5

their evaluation represents an extremely difficult task to perform. Therefore, the esti-
mation of biomarkers of oxidative/nitrative changes in biomolecules is used.

Exposure of proteins to ROS/RNS can alter the structure of target proteins
by the oxidation of side-chain groups, protein scission, backbone fragmentation,
cross-linking, unfolding, and the formation of new reactive groups, causing the
loss of protein function and resulting in by-products and/or protein aggregates.
Markers of oxidative/nitrative changes in proteins are levels of carbonyl groups, free
thiols, nitrotyrosine, and dityrosine. Biomarkers of lipids are the products of lipid
peroxidation such as malondialdehyde (MDA), lipid peroxides, thiobarbituric acid
reactive substances (TBARS), and isoprostanes.

The effects of oxidative modification of phospholipids, neuronal DNA, mitochon-
drial DNA, and proteins on the neuronal functions may lead to various altered mech-
anisms in the course of schizophrenia.

Schizophrenia and oxidative stress
Schizophrenia is fully recognized as a multidimensional illness, with a profound
impact on behavior, perception, thinking, emotions, neurocognition, and social
function.27 It affects 0.5–1% of total world population. The disease is characterized
by a chronic and often recurrent course, and causes serious deterioration in cognitive
and psychosocial functioning. These findings occur, in most cases, as early as during
the first 5 years of the course.28 There are three main categories of symptoms:
positive symptoms (e.g., delusions and hallucinations), negative symptoms (e.g., flat
affect, lack of motivation, and deficits in social function), and cognitive deficits.28,29

The etiopathogenesis of schizophrenia is difficult to study because of the hetero-
geneity of patient populations, differing symptoms, long-term treatment, various
side effects, and difficulties in diagnosis, particularly in the early stage of the disease.
Numerous hypotheses of etiopathogenesis of schizophrenia have been postulated,
with neurodevelopmental hypothesis being the leading one, but others include
immunological, inflammatory, infectious, and neurodegenerational.30–44 These
hypotheses have been proposed in an attempt to explain the pathophysiology of
schizophrenia, but no single theory seems to account for all aspects of the disease.

Neuronal maldevelopment, impaired neurotransmission, genetic factors, viral
infections, environmental factors, and stressors are the main triggering causes of
schizophrenia.45–48 Moreover, mitochondrial pathology and oxidative stress may
be the most critical components in the pathology of schizophrenia.49–51 Molec-
ular mechanisms leading to oxidative stress involved in the pathophysiology of
schizophrenia are not yet fully elucidated. This diversity reflects the considerable
neurobiological heterogeneity and complexity of clinical syndromes of the disease.
The implication of oxidative stress in inflammatory process, neurodegeneration and
neurodevelopment, is emerging as an important mechanism underlying various
pathological processes. Evidence accumulated from numerous types of studies,
including those of obstetric complications, facial dysmorphogenesis, genetic neu-
roimaging, and neuropathological studies, supports both neurodevelopmental and
neurodegeneration theories. The development of new investigative techniques,
especially neuroimaging, and studies of apoptotic pathways seem to prove neurode-
generative and neurodevelopmental theories, indicating that oxidative/nitrative
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damage may integrate and support basic mechanisms of abnormal neurodevelop-

ment and neurodegeneration processes in schizophrenia. A unifying hypothesis has

been proposed to conceptualize schizophrenia as a progressive neurodevelopmental

disorder.52

Presently, pathophysiology of schizophrenia is regarded as the result of pathologi-

cal alterations in architecture and function of the brain circuits supporting perceptual,

cognitive, and emotional processes, leading to disturbances of neural coordination

within these networks.53–55

Converging lines of evidence (including reduced neuropil) suggests that disrupted

cortical synaptic circuitry is a central deficit in schizophrenia.56 Apoptoticmechanisms

may also be involved in this process and the pathophysiology of the illness.57 The

postmortem findings contribute to the hypothesis that schizophrenia has its source in

altered synaptic circuitry.4 Neuroimaging studies also indicate that a progressive loss

of cortical gray matter occurs in the early course.54,58 Mechanisms of the defects and

synaptic dysfunction suggest that dysregulation of neuronal apoptosis may contribute

also to its pathophysiology. Moreover, apoptotic mechanism seems to be responsible

for the progressive graymatter volume loss (first onset of psychosis) when antioxidant

activity against oxidative stress is low.5,59

Biochemical alterations in the brain, especially the DA system with the produc-

tion of free radicals and oxidative damage to the brain structure, might be partly

responsible for the pathogenesis of this heterogeneous disease. Oxidative stress is

involved in different complicatedmechanisms of the disease andmight be involved in

the explanation of various pathological processes, integrating some etiopathogenetic

hypotheses about schizophrenia.

The hypothesis of oxidative stress with lower antioxidant defense and oxida-

tive damage, reported by numerous studies, supports pathophysiological progression

of schizophrenia and is consistent with the neurodegeneration hypothesis.34 More-

over, inflammation has been postulated to be a factor in the pathophysiology of this

disorder leading to overproduction of prostaglandins from arachidonic acid (AA),

especially PGE2 and production of proinflammatory cytokines (IL-6).60 The activity

of cyclooxygenase-2 (COX-2) responsible for the synthesis of prostaglandins is also

elevated.

Biomarkers of oxidative stress in schizophrenia

Specific markers of oxidative stress associated with schizophrenia may provide a key

link connecting mechanisms underlying numerous processes described in the dis-

ease. Mitochondrial dysfunction triggers extensive generation of free radicals leading

to oxidative/nitrative stress, abnormalities, and pathologic consequences. Patients

with schizophrenia present an increase in oxidative damage to lipids, proteins, and

DNA in both central and peripheral tissues with deficits of antioxidant defense, espe-

cially a deficit of GSH. Oxidative/nitrative changes induced by oxidative stress in

schizophrenic patients are not restricted only to the brain, but may be observed in the

blood and peripheral cells (plasma, erythrocytes, and blood platelets). These elements
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are used to estimate the level of oxidative damage markers that may give clues to the
relation of oxidative damage to the illness onset and progression.

Direct evidence of oxidative stress, especially when tardive dyskinesia occurs, has
been obtained in animal models.61 The functional and biochemical consequences of
oxidative stress are studied using animal models and postmortem brain analysis.

Common markers used to assess the extent of oxidative/nitrative stress in
schizophrenic patients are the products of oxidized and changed biomolecules:
lipids, proteins, nucleic acids, and also the activities of antioxidant defense system.
The increase in the level of lipid peroxidation products (measured commonly as
TBARS, MDA, 4-hydroxynonenal, and isoprostanes), altered proteins and amino
acids (estimated as the level of generated carbonyl groups or protein peroxides),
3-nitrotyrosine, and the presence of DNA damage products (8-hydroxyguanosine,
telomere shortening) as well as reduced antioxidant defense systems were observed
in schizophrenia.26,62–67

Lipid peroxidation
Lipid peroxidation through free radical oxidation of unsaturated fatty acids (arachi-
donic acid and docosahexaenoic acid (DHA)) is involved in the oxidative injury
in schizophrenia. Several methods have been developed for the measurement of
the products of free radical-induced lipid peroxidation, such as lipid peroxides,
and TBARS, to assess oxidative injury in the disorder. There are other mark-
ers of free radical-induced lipid peroxidation: 4-hydroxynonenal, ethane, and
isoprostanes.68–70 Analysis confirmed the value of these markers in the assessment of
oxidative stress.71,72 The contribution of oxidative injury to the pathophysiology of
schizophrenia was shown by the increase in lipid peroxidation products in the plasma
and CSF from patients, and the altered levels of both enzymatic and nonenzymatic
antioxidants in chronic, drug-naïve, and first-episode patients.72–76

Enhanced carbonyl stress as a disease feature in a subpopulation of schizophren-
ics was observed.63,77 Dicarbonyls, for example, methylglyoxal (MG), a potent
protein-glycating agent, are formed from sugars, lipids, and amino acids.78,79

Dicarbonyl accumulation modifies proteins and leads to the eventual formation of
advanced glycation end-products (AGEs).80 An increase in the level of AGE was
observed in schizophrenia.77 Carbonyl stress (dicarbonyl accumulation) was found
in patients with schizophrenia and may be a key concept for clarifying some of the
pathogenic and pathological mechanisms.

Isoprostanes are a group of prostaglandin isomers belonging to the fam-
ily of prostaglandin derivatives synthesized mainly from AA in vivo through a
nonenzymatic free radical-mediated mechanism.81–83 Estimation of isoprostanes
is recommended to monitor the oxidative stress in patients with schizophrenia,
according to the clinical status of the disease (type of schizophrenia, predominance
of positive or negative symptoms, first episode or recurrence, acute episode or
remission) and can be useful for monitoring the effectiveness of treatment. The
study on the assessment of increased F2-isoprostane concentration (8-iso-PGF2α)
in patients with schizophrenia was the first one showing that the oxidation of
arachidonic acid occurs through the nonenzymatic pathway (not associated with
cyclooxygenase), as a result of free radical attack on membrane structures.70
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Cell membrane phospholipids and polyunsaturated fatty acids
in schizophrenia
Membrane phospholipids such as phosphatidylserine (PS), phosphatidylethanolamine
(PE), and phosphatidylinositol (PI) are highly rich in AA and DHA, which are pre-
dominantly released by phospholipase A2 (PLA2) after the stimulation of cell
receptors.84

Polyunsaturated fatty acids (PUFAs), (such as AA and DHA) components of
membrane phospholipids play an important role in cell membrane dynamics.85,86

These defects, caused partly by oxidative stress, have been observed in schizophre-
nia patients during the course of illness, suggesting PUFAs dysregulation in
schizophrenia.84 The reduced level of PUFA has been reported in schizophrenia.87,88

Phospholipids in the brain are extremely rich in PUFAs and in the neuronal mem-
branes, constituting as high as 65% compared with other cells (15–35%).69,89 The
postmortem cortical tissue study also implicates abnormal fatty acid composition in
the frontal cortex in schizophrenia patients.26,90,91 The reduced level of secondary
messengers derived from membrane arachidonic acid, caused by oxidative stress,
may be a key factor in modified signal transduction and neuronal deficits.3,84 Impair-
ment of membrane phospholipids induced by free radicals and their dysfunction lead
to disturbance of signal transduction and can also be linked to the changed function
of neurotransmitters in schizophrenia, especially glutamatergic and serotonergic
systems.84,86 Dysregulation of glutamatergic mechanisms, particularly hyperactive
in exacerbations of psychosis, and the related glutamate excitotoxicity may be
associated with oxidative stress and changes in the composition of membrane
phospholipids.92

The omega-6/omega-3 PUFA ratio in membrane phospholipids not only has an
affect on the fluidity of the membrane but also can affect the ligand–receptor inter-
action, possibly by increasing the availability of surface protein receptors and/or by
increasing the concentration of receptors in the membrane.93

Reactive nitrogen species in the central nervous
system

Nitric oxide (NO) is a small gas molecule of profound importance in intercellular
signaling in the CNS. NO is generated mainly enzymatically by nitric oxide synthases
(NOSs) from L-arginine in the presence of NADPH, tetrahydrobiopterin, and flavin
adenine nucleotides as cofactors (Figure 5.2). There are three NOS isoforms: neuronal
(nNOS or NOS-1), endothelial (eNOS or NOS-3), and cytokine inducible (iNOS or
NOS-2).

Nitric oxide is a widespread and multifunctional biological messenger molecule
in the CNS and functions as a neurotransmitter playing roles in neurodevelopment,
cell migration, and neurotransmission (long-term potentiation (LTP), neurosecretion,
formation of synapses, synaptic plasticity, and release of other neurotransmitters).
NO is especially important as a second messenger of the NMDA receptor activation,
interacting with both dopaminergic and serotonergic pathways.8 NO is important
in tissue injury in various neuropsychiatric disorders including schizophrenia.51,94 A
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ONOO−

O2−•
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NO L-citrulline

L-arginine
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Figure 5.2 Nitric oxide (NO) and peroxynitrite (ONOO−) syntheses; cNOS – cellular NOS.

(Figure prepared by A. Dietrich-Muszalska.)

positive correlation between the duration of schizophrenia and levels of NO could be
explained by pathophysiological differences between the acute and chronic phases of
schizophrenia and by the use of medications in the course of the disease.95

Nitric oxide is synthesized in the postsynaptic region and during the excessive
activation of NMDA receptors. The excessive release of NO may be involved in
free radical damage to DNA. NO can be converted into a variety of different RNS
including nitrosonium cation (NO+), nitroxyl anion (NO−), peroxynitrite (ONOO−),
S-nitrosocysteine, and S-nitrosoglutathione.96 S-nitrosylation and subsequent further
oxidation of critical cysteine residues can also lead to mitochondrial dysfunction.97

NO may play a dual role, both neurotoxic and neuroprotective. The neurotoxic
effects of NO are dependent on its rapid reaction with superoxide radical and
formation of ONOO−.96,98 ONOO− is an anion of unstable peroxynitrous acid. It is a
relatively long-lived cytotoxic oxidant and may be involved in schizophrenia due to
its reaction with a wide range of biological molecules: damaging proteins and nucleic
acids; initiating lipid peroxidation; and depleting cellular antioxidants, such as GSH
and ascorbate. ONOO− initiates lipid peroxidation in membranes of schizophrenia
patients and may react directly with free thiols, leading to enzyme inhibition and
autooxidation of DA cell membranes. These reactions may be especially relevant for
psychiatric disorders.99

Peroxynitrite causes nitration of tyrosine residues in proteins to form
3-nitrotyrosine.100 Nitration of protein, as measured by the level of 3-nitrotyrosine,



�

� �

�

Oxidative and nitrative stress in schizophrenia 65

was increased in the prefrontal cortex of patients with schizophrenia.101 Elevated
level of 3-nitrotyrosine was found in the plasma proteins and blood platelet proteins
of patients with schizophrenia.62,63 The presence of the lowered activity of SOD
found in the platelets from patients with schizophrenia leads to higher levels of
superoxide anion not being scavenged and, in the presence of NO, causes enhanced
ONOO− formation and increased oxidative stress.75,102

Nitrative stress in schizophrenia

Nitric oxide and the main enzyme-producing NO in the CNS (NOS-1) play an impor-
tant role in the pathogenesis of schizophrenia. NO induces DA release in the stria-
tum and prefrontal cortex, and this suggests that NO is an important modulator of
dopaminergic activity. NO can act as neuromodulator of NMDA receptor functions
while glutamate stimulation of NMDA receptors results in NO synthesis and release.
The NMDA–NO–cyclic GMP pathway modulates the release of neurotransmitters
such as glutamate and DA (Figure 5.3). The level of protein nitration, dependent
on the formation of ONOO−, is increased in the disease.

Several studies have demonstrated a potential pathological link between NMDA
hypofunction, enhanced neuronal production of IL-6, and oxidative stress, which
may in turn be associated with the GABAergic dysfunction often observed in the

RSNO
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ADP-ribosylation
NAD consumption
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Figure 5.3 NO involvement in nitrative stress. (Figure prepared by A. Dietrich-Muszalska.)
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brain of patients with schizophrenia. NO generation in the brain of schizophrenia
patients may have effects on synaptogenesis and synaptic remodeling, impaired
receptor expression and/or functioning, release of neurotransmitters, mitochondrial
pathology, oligodendrocyte injury, and impaired myelination of outer membrane.
The excessive production of RNS (NO, ONOO−) and reduced defense against
their elimination is called nitrosative stress. Enhanced content of products of NO
metabolism, increased protein nitrosylation, and nitration (especially increased
content of 3-nitrotyrosine residues) belong to biomarkers of nitrative stress.103,104

Role of glutathione in schizophrenia

Glutathione, a tripeptide formed of glutamate, glycine, and cysteine with an active
thiol group, is involved in disulfide bond formation. GSH may be oxidized to form
glutathione disulfide (GSSG), giving a low GSH/GSSG ratio in this disorder.70 GSH
plays a role in detoxification and antioxidant defense.12 As an important antioxidant
in the brain, it is implicated in the pathophysiology of schizophrenia. The antioxidant
function of GSH is due to the redox-active thiol group that becomes oxidized when
GSH reduces target molecules. The GSH/GSSG ratio is a marker of the redox status,
which is low in this disorder. An impairment of GSH synthesis may be one of the
causes of oxidative stress in schizophrenia.105 GSH is a major nonprotein antioxidant
in the brain and protects the neurons against damage caused by ROS.

The decrease in low-molecular-weight thiols in schizophrenic patients is associ-
ated with a significant reduction in the antioxidant defense system.70 The deficit of
GSH can lead to peroxidation of membrane lipids and microdamage in dopaminergic
terminals, causing the loss of synaptic connectivity.106

The decrease in plasma levels of total and reduced GSH, with altered antiox-
idant enzyme activities, was reported in drug-naive first-episode patients with
schizophrenia.107 Reduced GSH levels in prefrontal cortex and deficient levels of
GSH and its metabolite γ-D-glutamylglycine in the cerebrospinal fluid were found
in drug-naïve or drug-free patients with schizophrenia.108 The significant decrease
in GSH levels in the prefrontal cortex in patients with schizophrenia was proved by
magnetic resonance spectroscopy studies in vivo.91,109 GSH may exert its antioxidant
effects through several different mechanisms. GSH is involved in the detoxification
of drugs, storage of cysteine, and may affect gene expression and development of
neurons.12 Moreover, GSH also increases the action of glutamate at the NMDA, and
the reduction in GSH concentration could also contribute to the hypofunction of
NMDA receptor in the brain.110–112 Metabolism of DA also plays a pathological role
in schizophrenia. DA metabolism in brain with autoxidation is the major contributor
to ROS production, and monoamine oxidase (MAO) activity is the most significant
contributor to this process.113 Because of the high iron content in the brain, it seems
to be reasonable to conclude that DA autoxidation is the most important source of
elevated hydrogen peroxide concentration.113

It was shown that DA in cultured cortical neurons decreased the GSH level by
40% due to conjugation.106 Postmortem studies have also revealed reduction in GSH
level (about 40%) in the caudate nucleus and prefrontal cortex of schizophrenia
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patients.91,114 GSH acts as a cofactor for antioxidant enzymes such as glutathione

peroxidase (GPx) and GSH transferase; regenerates other important antioxidants,

vitamins C and E; and may directly eliminate ROS.105,115 The significant reduction

in the amount of low-molecular-weight thiols such as GSH and its precursors, cys-

teine and cysteinylglycine, in schizophrenia was described. A significant increase in

the amount of homocysteine (HCSH) in plasma of schizophrenic patients was also

found.70

Increased risk of schizophrenia is linked to polymorphisms of genes associated

with GSH synthesis.116,117 Oxidative stress in schizophrenia may be partly associated

with polymorphisms in the gene coding the key enzyme for GSH synthesis such

as glutamate cysteine ligase.116,117 GSH deficit causes impairment of parvalbumin

neurons with concomitant reduction in gamma oscillations in the hippocampus.118

GSH seems to be a novel treatment target in schizophrenia and other psychiatric

disorders, since GSH has gained dominance as the important cellular antioxidant.

N-acetylcysteine (NAC), a GSH precursor, seems to be a useful agent in the treat-

ment of various psychiatric disorders including schizophrenia.119–121 The mechanism

of NAC action is not clearly understood. NAC may act as a precursor of GSH and

may be involved in the modulation of glutamatergic, neurotrophic, and inflamma-

tory pathways.

Antioxidants

The antioxidant defense system consists of various antioxidant enzymes including

SOD, CAT, GPx, Trx, and numerous nonenzymatic compounds. The antioxidants may

act cooperatively and protect the biomolecules against oxidative damage.

To evaluate the antioxidant defense system in plasma reflecting the total activ-

ity of all antioxidants present in plasma, the total antioxidant status (TAS) should be

measured together with the estimation of individual antioxidants. TAS in plasma was

reduced in patients with chronic schizophrenia as well as in drug-naive first-episode

patients with schizophrenia.25,122 TAS in plasma depends mainly on a high concen-

tration of albumin and the presence of ascorbic and uric acids, bilirubin, tocopherol,

melatonin, and other exogenous antioxidants derived from diet, especially numer-

ous polyphenols. Individual plasma antioxidants, albumin, bilirubin, and uric acid

were also found lower in schizophrenia subjects.123–125 Plasma and urinary vitamin

C levels are also lower in chronic schizophrenia subjects, even after controlling for

diet. McCreadie et al. found lower ratios of vitamin E to cholesterol in schizophrenic

patients than in normal control subjects.126 Decreased levels of GSH, ascorbic acid,

and plasma vitamin E levels were also found in erythrocytes from schizophrenic

patients.127

Uric acid, a product of purine metabolism, is an important nonenzymatic antiox-

idant present in plasma. The level of uric acid is relatively high and accounts for

approximately half of the free radical scavenging activity in human blood.128–130 Prop-

erties of uric acid include quenching of superoxide and singlet oxygen and protecting

against oxidation of ascorbic acid through the chelation of iron.



�

� �

�

68 Chapter 5

The level of uric acid in CSF is about 10 times lower than in the serum.131 This
suggests that the purine metabolite may be generated peripherally, and its migration
to CNS is limited by the blood–brain barrier (BBB). Lower levels of uric acid have
been reported in schizophrenic patients.124,132

Nitric oxide and antipsychotics in schizophrenia

Antipsychotics used in the treatment of schizophrenia may have different effects on
the generation of NO. It is unclear how antipsychotics may affect NO generation
and its metabolic pathways. Plasma NO metabolite levels in schizophrenia patients,
both before and after the treatment with antipsychotics, were significantly lower than
in normal control subjects.133 Lee and Kim suggested that treatment of schizophre-
nia patients can lead to a partial normalization of the NO metabolite deficiency,
with increased NO metabolite levels paralleling to the improvement of psychiatric
symptoms.134

Treatment with chlorpromazine, haloperidol, or clozapine normalizes platelet
NOS in schizophrenic patients.135 A significant increase in the level of NO in erythro-
cytes of patients with schizophrenia treated with antipsychotics was described.136

Moreover, patients with schizophrenia presented higher nitrate levels than controls,
but after olanzapine treatment, lower nitrate levels than those treated with risperi-
done or haloperidol were observed. Risperidone decreased the reduction of CNS
MRI volume in the clinical course of schizophrenia.137

Concluding remarks

The investigation of the redoxmechanisms involved in schizophrenia (and the poten-
tial protective effects of antioxidative therapies) remains a very active field and helps
in the understanding and treatment of schizophrenia and other psychiatric disorders
associated with oxidative stress.

Multiple choice questions

1 Which statement about free radicals is not true?

a. Free radicals play a role in cellular signaling

b. Free radicals have no unpaired electrons

c. Free radicals are unstable and very short living, making measurement difficult

d. Free radicals can damage cellular proteins, lipids, carbohydrates, and nucleic acids

2 The brain is vulnerable to oxidative stress due to all but which factor?

a. High level of polyunsaturated fatty acids

b. Relatively low antioxidant defense system

c. Stable metabolism with low oxygen utilization

d. Relatively high levels of polyvalent metal cations
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3 Which biomarkers are not used for the estimation of lipid peroxidation?

a. 4-Hydroxynonenal

b. Isoprostanes

c. Thiobarbituric acid reactive substances (TBARS)

d. 3-Nitrotyrosine

4 Which statement about NO molecule is not true?

a. NO functions as a neurotransmitter

b. NO does not react with superoxide anion and does not form ONOO−.

c. NO modulates the release of neurotransmitters such as glutamate and DA
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125 Suboticanec, K., Folnegović-Smalc, V., Korbar, M. et al. (1990) Vitamin C status in chronic

schizophrenia. Biological Psychiatry, 28(11), 959–966.

126 McCreadie, R.G., MacDonald, E., Wiles, D. et al. (1995) The Nithsdale Schizophrenia Sur-

veys. XIV: plasma lipid peroxide and serum vitamin E levels in patients with and without

tardive dyskinesia, and in normal subjects. British Journal of Psychiatry, 167, 610–617.

127 Surapaneni, K.M. (2007) Status of lipid peroxidation, glutathione, ascorbic acid, vitamin E

and antioxidant enzymes in schizophrenic patients. Journal of Clinical andDiagnostic Research,

1, 39–44.

128 Korte, S., Arolt, V., Peters, M. et al. (1998) Increased serum neopterin levels in acutely ill

and recovered schizophrenic patients. Schizophrenia Research, 32(1), 63–67.

129 Murr, C., Widner, B., Wirleitner, B. et al. (2002) Neopterin as a marker for immune system

activation. Current Drug Metabolism, 3(2), 175–187.

130 Chittiprol, S., Venkatasubramanian, G., Neelakantachar, N. et al. (2010) Oxidative stress

and neopterin abnormalities in schizophrenia: a longitudinal study. Journal of Psychiatric

Research, 44(5), 310–313.

131 Bowman, G.L., Shannon, J., Frei, B. et al. (2010) Uric acid as a CNS antioxidant. Journal of

Alzheimer’s Disease, 19(4), 1331–1336.

132 Reddy, R., Keshavan, M. & Yao, J.K. (2003) Reduced plasma antioxidants in first-episode

patients with schizophrenia. Schizophrenia Research, 62(3A), 205–212.

133 Lee, B.H., Lee, S.W., Yoon, D. et al. (2006) Increased plasma nitric oxide metabolites in

suicide attempters. Neuropsychobiology, 53(3), 127–132.

134 Lee, B.H. & Kim, Y.K. (2008) Reduced plasma nitric oxide metabolites before and after

antipsychotic treatment in patients with schizophrenia compared to controls. Schizophrenia

Research, 104(1-3), 36–43.

135 Das, I., Khan, N.S., Puri, B.K. et al. (1995) Elevated platelet calcium mobilization and nitric

oxide synthase activity may reflect abnormalities in schizophrenic brain. Biochemical and

Biophysical Research Communications, 212, 375–380.

136 Herken, H., Uz, E., Ozyurt, H. et al. (2001) Red blood cell nitric oxide levels in patients with

schizophrenia. Schizophrenia Research, 52(3), 289–290.

137 Kato, T., Monji, A., Hashioka, S. et al. (2007) Risperidone significantly inhibits

interferongamma-induced microglial activation in vitro. Schizophrenia Research, 92(1–3),

108–115.



�

� �

�



�

� �

�

CHAPTER 6

The effects of hypoxia, hyperoxia,
and oxygen fluctuations on
oxidative signaling in the preterm
infant and on retinopathy of
prematurity
M. Elizabeth Hartnett
Department of Ophthalmology, Moran Eye Center, University of Utah, Salt Lake City, UT, USA

THEMATIC SUMMARY BOX

At the end of this chapter, students should be able to:

• Describe the differences in term and premature birth leading to greater oxidative stress

• Describe ROP and its appearances in high oxygen or regulated oxygen

• Describe the role of hypoxia, hyperoxia, and fluctuations in oxygenation in ROP

• Describe effects from oxidative signaling in normal and aberrant retinal vascular
development

Introduction

Retinopathy of prematurity (ROP) is a leading cause of childhood blindness world-

wide. When ROP was first identified in the 1940s, oxygen and oxygen-related oxida-

tive stress were believed to be culprits. Regulation and monitoring of oxygen greatly

reduced the occurrence of ROP, but as smaller and younger premature infants sur-

vived, it became clear that high oxygen at birthwas not the only cause of ROP. Clinical

studies that tested the role of various antioxidants or of different oxygenation pro-

files in ROP have consistently failed recently to show efficacy and safety. This chapter

seeks to define ROP and review the relationship between oxygen levels and oxida-

tive stress in preterm birth and term birth, and the role of current-day oxygen stresses

Oxidative Stress and Antioxidant Protection: The Science of Free Radical Biology and Disease, First Edition.
Edited by Donald Armstrong and Robert D. Stratton.
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including high oxygen and fluctuations in oxygenation in activating oxidative signal-
ing pathways that can lead to normal or aberrant retinal vascular development. Also
included is the use of animal models to study ROP.

Anatomy and physiology of the human eye in adult
and development

It is important to review anatomic and histologic characteristics of the human eye
(Figure 6.1). The eye is a globe, and the retina is a multilayered tissue that lines the
back of the globe and consists of many types of cells, including neurons, endothelial
cells, and glial cells. The optic nerve consists of approximately a million nerve fibers,
the nuclei of which are ganglion cells that line the inner retina. The macula pro-
vides high-resolution visual acuity to humans and some other species. Notably, rats
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Figure 6.1 Anatomy of the eye and vasculature. (Drawing by James Gilman, CRA, FOPS.)
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and mice do not have maculae. Because of the spherical shape of the eye, locations
on the retina are described as follows: posterior (near the optic nerve and macula);
anterior (near the peripheral retina adjacent to the ora serrata or furthest extent of
the retina); and superior (toward the top of the skull), inferior (toward the chin),
temporal (toward the ear), and nasal (toward the nose).

Premature birth

Premature birth in humans is defined as birth before 37weeks of gestational age.
Full-term human birth occurs at 40weeks of gestational age. Although all aspects
of development can be affected in the infant born prematurely, the most extremely
premature infants are those with the greatest comorbidities and highest risk of devel-
oping ROP. In the United States and in other regions throughout the world that have
technologic advances and resources to provide prenatal and perinatal care to the pre-
mature infant, the extremely low gestational aged infants (<28weeks of gestational
age) and the extremely low birthweight infants (<1000 g birthweight) are those at
the greatest risk.1 In regions lacking resources for optimal prenatal and perinatal care
or having poor maternal nutrition, drug use, or high infant oxygen at birth, ROP
develops in premature infants older than 31weeks of gestational age or larger than
1500 g.2

Vascular development (retina and hyaloid) and effects from
preterm birth
The adult eye receives its blood supply from two separate circulations, the retinal vas-
culature, which extends through the inner retina to about the inner nuclear layer,
and the choroid, which is beneath the retina but supplies the outer retina and the
retinal pigment epithelium (Table 6.1). In development, the hyaloidal vasculature
is also important. Most ocular development is known from studies in animals, but
there are differences among species in the development of the vasculatures of the
eye. Therefore, it is necessary to review the data that are available from human stud-
ies. In normal ocular development, the hyaloidal artery enters the eye through the

Table 6.1 Circulations of adult and developing eye.

Name When develops Function Overlap

Hyaloid Fetal, ∼4–5weeks of

gestation

Nutrition+O2 to

developing eye

With choroid and retina

until regression at

∼36weeks of gestation

Choroid Fetal, ∼6–8weeks of

gestation

Nutrition+O2 for RPE and

developing

photoreceptors

Present in adult with

retinal circulation

Retinal Fetal, angioblasts

∼12weeks of gestation

Nutrition+O2 for sensory

retina

Present in adult with

choroid circulation
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optic fissure at about 4weeks and becomes prominent at 5weeks. At 8–12weeks,
the entire hyaloidal vasculature fills the eye and includes the vaso hyaloidea propria,
the hyaloidal artery, the tunica vasculosa lentis, and the pupillary membrane.3 The
choroid begins to form at about 6–8weeks of gestation and is believed to be almost
completely mature by about 26weeks of gestation. The retinal circulation begins by
a process of vasculogenesis whereby precursors migrate from the deeper layers of
the eye to the inner retina and become angioblasts.4 These angioblasts give rise to
endothelial cells at about 12weeks of gestation. During the time from 12 to 22weeks
of gestation, other neural cells in the retina develop and form synapses or connec-
tions to one another or with other cells. Some of these neural or glial connections,
including endothelial cells, appear important to retinal vascular development. Partic-
ularly important are the glial Müller cells that span the inner-to-outer retina and the
ganglion cells whose axons form the optic nerve. In general, the maturation of retinal
neurons starts in the posterior retina near the optic nerve and extends to the periph-
eral ora serrata. However, differentiation of the photoreceptors starts peripherally and
finishes at the posterior eye in the normal full-term birth. The photoreceptors at the
macular center are not fully developed until about term birth. The initial retinal vas-
cular development is through a process of vasculogenesis at least through 22weeks
of gestation. After that, it is harder to obtain intact human eyes, and the ensuing vas-
culature of the retina is believed to occur through budding angiogenesis based mainly
on animalmodels. Human retinal vascular development is largely completed by about
term birth. The hyaloid undergoes regression beginning with the vaso hyaloidea pro-
pria at about 12weeks, continues with the tunica vasculosa lentis and then with the
pupillary membrane, and finishes at about 35–36weeks of gestation.5

Preterm infants at the highest risk of severe ROP in the United States are often
born younger than 28weeks of gestation. At this time, the choroid is mostly mature,
the hyaloid is still present and has not regressed, and the retinal vasculature is imma-
ture. In addition, retinal neurons are still undergoing differentiation and forming
synaptic connections. The photoreceptors use much oxygen, and the demand can
place additional stress on the retina. In normal development, the oxygen demand
can even create a physiologic hypoxia that drives retinal vascularization from pos-
terior to the ora serrata by creating a gradient of angiogenic factors that stimulate
endothelial cell growth and migration. However, in the preterm infant, there can be
other stresses that affect retinal vascularization and lead to pathologic signaling and
aberrant angiogenesis.5,6

Oxidative stress and reserves in preterm compared to full-term
birth
Many factors are involved in the pathogenesis of ROP, including premature birth,
poor nutritional reserve, oxygenation, inflammation, and oxidative stress. There
is also evidence that inherited factors are involved in ROP.7 Several aspects of
preterm birth place the infant at risk of oxidative damage and pathologic signaling
of oxidative pathways. Evidence suggests that there is an imbalance of reactive
species and antioxidative mechanisms in prematurity. Preterm infants are believed
to consume more glutathione (GS), which creates a nonenzymatic oxidative reserve
in red blood cells.6,8 Hypoxia in complicated births may limit the ability of the infant
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to quench mitochondrial-produced reactive species.6,9 Some prostaglandins, such as
E2, are believed to help preserve neural function during episodes of hypoxia that
occur in progressive labor, but it is unclear if this mechanism is sufficient with abrupt
preterm birth.6,10 There is also concern that preterm infants have reduced expression
of antioxidative enzymes.6

Therefore, in the preterm infant, there may be increased levels of oxidative com-
pounds and decreased ability to quench them. Not only can oxidative compounds
directly damage tissue, but they also trigger aberrant signaling processes that can lead
to pathologic biologic events.6,11

Oxygen and oxidative stress

Relationship of arterial oxygen and oxygen saturation and the
oxyhemoglobin dissociation curve
**Retinopathy of prematurity was first described as retrolental fibroplasia (RLF) by
Terry in 1942,12 and RLF was likely the most severe form of ROP, stage 5. At that
time, there was no technologic way to measure the oxygen content in the blood
stream, and much of the oxygen delivered was based on the concentration coming
from an external oxygen tank. Now there is understanding of the relationships among
inspired oxygen level, arterial oxygen concentration, and what is now commonly
measured as arterial oxygen saturation. As an illustration, the adult breathes 21%
oxygen at sea level, and usually this causes arterial oxygen concentration of 100mm
Hg. The main transport protein for oxygen in the blood stream is hemoglobin; at
21% inspired oxygen, normal adult hemoglobin is 100% saturated. The relationship
between arterial oxygen levels and oxygen saturation is represented by the oxyhe-
moglobin dissociation curve13 (Figure 6.2). There are several considerations in the
premature infant. The main oxygen transport protein is fetal hemoglobin, which has
greater affinity for oxygen than adult hemoglobin and, therefore, releases oxygen
at a lower tissue oxygen concentration. Fetal hemoglobin tends to shift the oxyhe-
moglobin dissociation curve to the left. The other consideration is that above 90%
oxygen saturation, the curve flattens so that it is harder to distinguish 95mm Hg
arterial oxygen from much higher levels above 100mm Hg, which can be damaging
to endothelial cells of newly formed retinal capillaries in preterm infants. Neonatolo-
gists now strive to maintain oxygen saturations along the slope of the oxyhemoglobin
dissociation curve, but despite multiple clinical trials to test the effect of different oxy-
gen saturation targets on ROP severity, seemingly the only consensus achieved is to
avoid high oxygen at birth. This is because attempts to reduce oxygen saturation tar-
gets have led to increased mortality in some studies as discussed in the Section “The
role of oxygen in ROP”.

Role of oxygen levels on retinal vascular development
The preterm infant is born into a relatively hyperoxic environment at birth. In utero,
oxygen levels are about 30–40mm Hg. When ROP was first identified as RLF in the
United States, preterm infants were placed into 100% inspired oxygen (compared to
room air at 21% oxygen), which can cause very high arterial oxygen levels. High
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Figure 6.2 Oxyhemoglobin dissociation curve depicting oxygen saturations with fetal and

adult hemoglobin. (Drawing by James Gilman, CRA, FOPS.)

oxygen can damage newly formed endothelial cells of capillaries and cause atten-
uation of newly formed retinal capillary beds resulting in broad areas of avascular
retina. When preterm infants were then moved from high supplemental oxygen to
a room air environment, the avascular retina that had been created became hypoxic
and resulted in the release of “angiogenic” compounds that stimulated blood vessel
growth.14 However, the vessels grew aberrantly rather than into the oxygen-deprived
retina. In the United States, attempts to avoid high oxygen at birth are made; how-
ever, in developing countries that lack the resources to monitor and regulate oxygen,
high oxygen-induced retinopathy (OIR) is seen.2 Now, it is recognized that besides
high oxygen at birth, other oxygen stresses are associated with severe ROP, including
fluctuations in oxygen levels and intermittent hypoxia.15

Oxygen levels and generation of oxidative compounds
High oxygen levels can lead to an increase in the generation of superoxide radicals
in the mitochondria. It is also possible that low oxygen can lead to the generation
of the superoxide radical by slowing upstream events in the electron transport chain
and by increasing the concentration of oxygen donors.6,16 Fluctuations in oxygen
may also lead to an increase in the reactive oxygen species (ROS) by activating the
enzyme NADPH oxidase, which is one of the leading generators of reactive oxygen
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in endothelial cells.17 In addition, superoxide, in the presence of nitric oxide (NO),
can lead to damaging reactive nitrogen species (RNS) including peroxynitrite.16

Human ROP phases

When preterm birth occurs, the retinal vasculature is incompletely developed. It
is believed that after vasculogenesis, the retinal vasculature is extended to the ora
serrata through a process of angiogenesis (Figure 6.3) whereby endothelial cells pro-
liferate and migrate toward a gradient created by vascular endothelial growth factor
(VEGF) and potentially other factors. The retinal tissue oxygenation in the full-term
or preterm infant is not known, but it is known that the preterm infant experi-
ences minute-to-minute fluctuations in blood oxygen concentration as measured
transcutaneously.18 The combination of fluctuations in oxygenation with periodic
hyperoxia and hypoxia leads to the first phase of ROP known as delayed physiologic
retinal vascular development (PRVD). Upon transfer from supplemental oxygen to
ambient air, the second phase of ROP occurs with growth of blood vessels into the
vitreous and is called vasoproliferation.19 Blindness occurs from retinal detachment
and scarring that result from the interaction between intravitreal angiogenesis from
vasoproliferation and the vitreous. However, even less severe forms of ROP can lead
to high myopia (severe near-sightedness) and strabismus (crossed eyes), which can
reduce visual acuity in the developing child.

Retinopathy of prematurity is clinically defined by several parameters (zone,
stage, plus disease) (Table 6.2) useful in determining the severity of ROP and risk of

Physiologic retinal vascular development:
VEGF important

Physiologic blood vessel by vasculogenesis 

Budding angiogenesis

Physiologic hypoxia

Progenitors migrate to inner retina
and become angioblasts

Astrocytes migrate from optic nerve and
express VEGF in physiologic hypoxia

VEGF

VEGF: Vascular endothelial growth factor

Angioblasts form initial vessels by
vasculogenesis and extend vessels to
ora serrata by angiogenesis

Retina

Figure 6.3 VEGF dilemma: retinal vascular development requires VEGF. (Drawing by James

Gilman, CRA, FOPS.)
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Table 6.2 Parameters used to classify retinopathy of prematurity.

Zone Area of developed retinal

vascularization of vascular cells

Three zones; zone I least mature

and worst ROP

Stage Severity of ROP Stages 1–2: delayed physiologic

retinal vascular

development – phase 1 (NOX1,

NOX2 involved in apoptosis)

Stage 3: vasoproliferation – phase

2 (NOX1, NOX2, NOX4 involved)

Stages 4–5: fibrovascular

phase – phase 3 (unknown)

Plus disease Dilation and tortuosity of vessels Evidence of severe ROP and

vascular activity (NOS involved)

Presence and

location of retinal

detachment

Not reflected in most OIR models Stage 4a – Not involving fovea

Stage 4b – Involves fovea

Stage 5 – Total retinal

detachment

blindness. The “phases” of ROP are not as clearly defined in preterm human infants
as they are in experimental models because of variability among preterm infants and
because the individual premature infant has other conditions that can affect ROP.19

Phase 1: delayed physiologic retinal vascular development
Delayed PRVD leads to a peripheral area of avascular retina. Clinically, the amount
of peripheral avascular retina present is reflected in the zone of ROP or the region of
the retina in which retinal vascularization has developed. Three ROP zones have been
defined, and zone I has the smallest area of vascularized retina and, in the presence of
ROP, has the greatest risk of developing into severe ROP. The causes of delayed retinal
vascular development in the preterm infant are partly explained by experimental
evidence and some inferred as hypothesis. There is evidence that reduced levels of
insulin-like 1 growth factor (IGF-1) in the human premature infant is correlated with
delayed PRVD,20 and experimentally IGF-1 has a permissive role in angiogenesis in
experimental models.21

Recurrent fluctuations in oxygenation increase the activation of NADPH oxidase,
which is associated with apoptosis of cells important in PRVD. Recurrent fluctua-
tions in oxygenation also downregulate erythropoietin expression in Müller cells
through a mechanism mediated by VEGF.22 Erythropoietin, apart from being impor-
tant in blood cell development (i.e., hematopoiesis), can also lead to angiogenesis
and facilitate PRVD. NADPH oxidase can generate superoxide, which in combina-
tion with NO, can lead to damaging nitrative compounds that lead to cell dam-
age. Also trans-arachidonic acids in the cell membranes are generated through NO
and lead to apoptosis of endothelial cells directly and in an independent mecha-
nism through upregulation of the angiogenic inhibitor, thrombospondin, in exper-
imental models.23 Oxidative compounds have also been linked experimentally to
delayed PRVD in phase I ROP through the use of liposomes of superoxide dismu-
tase (SOD) and the antioxidants, apocynin, and vitamins C and E, which all improve
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PRVD.17,24 The blood fluctuations in oxygenation may directly impact the concentra-

tion of VEGF in the retinal tissue, and this upregulation and downregulation of VEGF

can first facilitate and then slow angiogenesis, and can thereby theoretically slow

PRVD.25

Phase 2: vasoproliferation
There is evidence that the same signaling pathways involved in delayed PRVD can also

play a role in vasoproliferation.19 During the phase of vasoproliferation, blood vessels

grow into the vitreous rather than into the retina. The hypothesis has been that retinal

hypoxia upregulates angiogenic factors that lead to blood vessel growth into the vitre-

ous. Indeed, in several experimental models, hypoxia is increased in the retina once

the animal is placed into ambient oxygen conditions either by hyperoxia-induced

vaso-obliteration of newly formed capillaries14 or by recurrent fluctuations in oxy-

genation that cause delayed PRVD.19 Several angiogenic factors and inflammatory

factors have been associated with intravitreal angiogenesis, but of those, VEGF has

been the most recognized and studied factor associated with vasoproliferation. There

is also cross talk between VEGF and oxidative pathways. In addition, oxidative path-

ways have been involved in vasoproliferation independent of VEGF.11

Phase 3: fibrovascular phase
In human preterm infants, retinal detachment can occur because of fibrovascular

changes that occur between vasoproliferation and the vitreous. Contraction of the

scar tissue leads to tractional pulling on the underlying retina and causes retinal

detachment. Retinal detachments represent the most severe stages of ROP, stages 4

and 5.

The role of oxygen in ROP

High oxygen and ROP in the 1940s
When ROP was first described in the 1940s, methods to examine the retina had not

been widely adopted and it was not clear that high oxygen could cause ROP. There-

fore, newborn animals were used in experimental models to test the effects of high

oxygen.26 These newborn animals vascularized their retinas after birth, unlike in the

human infant. It was discovered that high oxygen levels were associated with dam-

age to the sensitive newly formed retinal capillaries. The hypothesis was developed

that resultant areas of avascular retina stimulated the formation of blood vessels into

the vitreous when the animals were removed from high oxygen to room air. This

hypothesis described two phases of ROP, vaso-obliteration and vasoproliferation, but

these were based on animal models and not human infants.14 Now it is recognized

that much of ROP in the United States occurs as delayed PRVD, with potentially some

central vasoconstriction when infants are exposed to high oxygen, followed by later

vasoproliferation upon return to ambient air.19
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Current levels of oxygen in regions with oxygen regulation
and monitoring
Historically, high oxygen at birth is known to cause ROP. However, most ROP in the
United States develops in associationwith other oxygen stresses, because attempts are
generally made to avoid high oxygen at birth. In regions throughout the developing
world that lack resources for good prenatal care and to monitor and regulate oxygen,
ROP is seen in larger and older infants who receive 100% oxygen.2 Recently, in the
United States, other oxygen stresses have been associated with severe ROP and these
include fluctuations in transcutaneous oxygen18 and intermittent hypoxic episodes.27

Clinical trials on oxygen
In the 1950s, clinical trials were performed in infants to test whether high oxygen at
birth was more often associated with ROP.26 Indeed this was found and efforts were
made to restrict high oxygen at the time of birth. However, with a reduction in oxy-
gen, there was greater incidence of cerebral palsy and other serious conditions. Later,
methods were used to measure arterial oxygen in the capillaries by transcutaneous
monitoring, with additional technological advances by oxygen saturation measure-
ments. Based on retrospective studies or single institution studies, various trials were
performed. The supplemental therapeutic oxygen to prevent retinopathy of prematu-
rity (STOP-ROP) tested the hypothesis that higher oxygen saturation targets (96–99%
compared to 89–94%)would reduce vasoproliferation and reduce the number of eyes
reaching the “threshold” level of the severity of ROP.28 The hypothesis was not proven
although it was found that high oxygen did not increase ROP incidence and, in a sub-
group, high oxygen saturation targets were associated with reduced ROP severity in a
post hoc analysis. Several previous small studies suggested that infants with low oxy-
gen saturation were less likely to develop ROP. Therefore, other clinical trials such as
Surfactant Positive Airway Pressure Pulse Oximetry Randomized Trial (SUPPORT)29

in the United States; Benefits of Oxygen Saturation Targeting Study II (BOOST II) in
Australia, the United Kingdom, and New Zealand30; and the Canadian Oxygen Trial
(COT) in Canada, the United States, Argentina, Finland, Germany, and Israel31 were
performed. In SUPPORT and BOOST II, there was increased death in the infants with
low oxygen saturation targets (85–89% SaO2) compared to infants with high oxygen
saturation targets (91–95% SaO2), but in survivors, ROP was reduced in infants with
low oxygen saturation targets. In the COT, neither ROP nor survival was affected.
Apart from the differences in countries in which infants were enrolled and differences
in the years when enrolled, infants with pulmonary hypertension were excluded in
the COT. Currently, there is no consensus as to the correct oxygen saturations to tar-
get in the preterm infant to prevent ROP and maximize survival and development of
other organ systems.32

Use of animal models to study ROP
Animals that vascularize their retinas after birth are used in models of OIR to simulate
the events seen in human ROP. All models have limitations, the common being that
the animals are not premature and do not suffer from other conditions associated
with prematurity (Table 6.3).
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Table 6.3 Major animal models of OIR.

Species Limitations Strengths

Mouse • Not premature

• Oxygen levels and constant high oxy-

gen do not reflect human ROP

• Difficult to control for growth of pups

and metabolism.

• Vessels already developed and then die

• Does not look like human ROP

• Easier to use transgenic animals to

study human ROP

Rat • Not premature

• Hard to study molecular mechanisms

(transgenic rats not as common as

mouse), but gene therapy and new

technologies permit study of molecular

mechanisms

• Fluctuations in oxygen

• Extrauterine growth restriction (poor

postnatal growth similar to risk of

human ROP)

• Reflects arterial oxygen in human ROP

• Looks like phases 1 and 2 human ROP

Beagle • Not premature

• High constant oxygen

• Hard to study molecular mechanisms,

but gene therapy and new technologies

may permit this

• Size of eye more similar to infant,

making it a better model for drug

studies

• Looks like phases 1 and 2 ROP

• May share some similarities to human

phase 3 ROP

Themouse OIRmodel33 subjects newbornmice (with vascularization of the retina
to the ora serrata) to high oxygen to create areas of vaso-obliteration in the central
retina. The animals are brought into room air, and the avascular retinal area experi-
ences a relative hypoxia that induces angiogenic factors that lead to vasoproliferation
into the vitreous at the margins of the avascularized and vascularized retina. The ben-
efit of the model is the relative ease of using transgenic animals to study molecular
mechanisms. The limitations are the lack of prematurity, the high and constant oxy-
gen levels used (which do not reflect what most preterm infants experience), the fact
the animals have full retinal vascularization when exposed to oxygen, and the retinal
appearance, which is dissimilar from the phases of human ROP.

The rat OIR model34 is the most representative model of human ROP in many
aspects. In themodel, newborn rat pupswithin 6h of birth are placed into a controlled
oxygen environment that uses repeated fluctuations in oxygenation. The fluctuations
recreate the extremes of transcutaneous oxygen levels that preterm infants experi-
ence. Also, similar to the preterm infant retina, physiologic retinal vascularization is
incomplete. The model also recreates an appearance similar to the phases of human
ROP. The limitations had been the difficulty in studying molecular mechanisms, but
this issue has now been addressed using gene therapy approaches.35 Other limitations
are that the animals require long durations of fluctuations in oxygenation to develop
phases similar to human ROP, and the newborn rat pups are not preterm.

The beagle OIR model36 exposes pups to high constant oxygen for 4 days followed
by room air. The pups do not have complete retinal vascularizationwhen high oxygen
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is used and develop appearances similar to the phases of ROP. Limitations include high
oxygen levels, newborn, but not premature pups, and difficulty in studying molecu-
lar mechanisms. However, there is an advantage in studying the effects of drugs on
vasoproliferation or delayed PRVD since the puppy eyes are more similar in size to
preterm infant eyes than are either newborn rat or mouse eyes. All models are useful
in studying questions related to oxygen induced aberrant angiogenesis, vascular loss
and ROP.

Link between oxidative stress and oxygen in ROP

Fluctuations in oxygenation and activation of endothelial
NADPH oxidase
NOX isoforms
NADPH oxidase was originally recognized as the mechanism for superoxide burst
generation by leukocytes to fight infection. It is now also recognized as the main
mechanism of ROS generation in endothelial cells.37 NADPH oxidase can also cause
angiogenesis.38,39 Isoforms of NADPH oxidase are NOX1–5 and Duox1 and Duox2.
The isoforms are differentially expressed in tissues and cells, and evidence suggests
that NADPH oxidase isoforms play different roles in physiologic and pathological
responses.38 NOX1, NOX2, and NOX4 are the most widely expressed isoforms in
endothelial cells and have been implicated in pathological retinal diseases.11,40

Effects of NOX activation on phases of ROP
NADPH oxidase has been shown to be activated and cause vasoproliferation in exper-
imental models. NADPH oxidase isoforms can generate different types of ROS. NOX2
is in leukocytes and endothelial cells and, when activated by repeated oxygen fluctu-
ations in the rat OIR model, has been associated with delayed PRVD.41 Activation of
NADPH oxidase involving NOX2 generates superoxide and requires the aggregation
of cytoplasmic and membrane-bound subunits (Figure 6.4). Also, NOX1 requires
aggregation of cytoplasmic and membrane-bound subunits to generate superoxide
radical and has been shown important in hyperoxia-induced vaso-obliteration.42

NOX4 is activated in endothelial cells by aggregation with membrane-bound
p22phox and does not require aggregation of cytoplasmic subunits. The primary
ROS generated by NOX4 activation of NADPH oxidase is H2O2. NOX4 activation
leads to vasoproliferation in both VEGF dependent and independent ways.40

Effects of activation in different retinal cell types in ROP
NADPH oxidase can trigger activation of STAT3,43,44 which is a transcription factor
that can translocate to the nucleus and lead to transcription of genes. It can also
trigger cytoplasmic signaling of biochemical pathways. When STAT3 is activated in
Müller cells, it leads to downregulation of erythropoietin in association with delayed
PRVD.45 However, when activated in endothelial cells, it can lead to vasoproliferation.
VEGF can trigger activation of STAT3, but in some cases of high oxygen, VEGF may
be reduced and it is unclear if its presence is needed for the biologic outcomes seen
experimentally.
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Figure 6.4 Subunits of NADPH oxidase and activation. The isoform NOX4 does not require

aggregation with cytoplasmic subunits and becomes activated when it aggregates with

p22phox. (Drawing by James Gilman, CRA, FOPS.)

Clinical applications

Clinical trials of antioxidants
Although the preterm infant has a predisposition to increased ROS and RNS and
evidence from experimental OIR models suggests that oxidative compounds con-
tribute to features of severe ROP, clinical trials in human preterm infants have not
yielded reproducible or significant results. Vitamin E supplementation was tested in
several clinical trials, but many studies were inconclusive as to the efficacy in reduc-
ing severe ROP or were stopped because of complications such as increased infections
and sepsis. A meta-analysis of vitamin E studies showed that supplementation signif-
icantly reduced the risk of phase 2, vasoproliferation. In separate studies, low dose
N-acetylcysteine25 or lutein11 was tested, but no effects were found on ROP. Although
other doses or conditions may be efficacious, current studies suggest that the com-
plexity of oxidative signaling in different cells may account for limited success in ROP.
Also, oxidative signaling is important as a line of defense to invading microorganisms.
The preterm infant is relatively immunosuppressed so that global inhibition of oxida-
tive processes may also be unsafe.
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Conclusions

Premature birth can lead to situations in which oxidative compounds are increased,
but the ability to quench them is limited. Because of the effects of oxygen on ROP
historically, it is not surprising to learn that oxidative signaling plays a role in the
development of pathologic features associated with the phases of ROP, leading to
greater oxidative stress. However, the complexity of oxidative signaling in different
cell types limits the efficacy of broad treatment. In addition, the necessity for oxida-
tive mechanisms in handling invading microorganisms may make global inhibition
of oxidative stress unsafe in the immunosuppressed premature infant.

Multiple choice questions

1 Proposed mechanisms of the phases and causes of retinopathy of prematurity include all

except:

a. Mechanisms based mainly on studies using animals exposed to oxygen stresses

b. Involve generation of ROS from activation of NADPH oxidase and other enzymes

c. Only occur in infants that are born between 36 and 40 weeks of gestational age

d. May involve potentially protective mechanisms from ROS

2 The vasculatures of the eye include all except:

a. The choroidal vasculature

b. The hyaloid vasculature

c. The retinal vasculature

d. The renal vasculature

3 Premature birth is believed to do all of the following except:

a. Increase consumption of glutathione that provides nonenzymatic oxidative reserve

b. Increase fluctuations in oxygenation and activation of endothelial NADPH

c. Decrease the chance of developing myopia and strabismus

d. Produce fewer antioxidant enzymes and more oxidative compounds
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Oxidative damage in the retina
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List of abbreviations
OS Oxidative stress
UV Ultraviolet
PR Photoreceptor
RPE Retinal pigment epithelium
AOX Antioxidant
PVD Posterior vitreous detachment
NSR Neurosensory retina
SLC23A2 Sodium-dependent ascorbate transporter
RAL Retinaldehyde
LCPUFAs Long-chain polyunsaturated fatty acids
ROL Retinol
RP Retinitis pigmentosa
CHOP CCAAT-enhancer-binding protein homologous protein
DHA Docosahexaenoic acid
NPD1 Neuroprotectin
CEP ω-2-carboxyethylpyrrole
4-HNE 4-Hydroxynonenal
NV Neovascularization
ROS Reactive oxygen species
PE Phosphatidylethanolamine
NRPE N-retinylidene-PE
A2E N-retinylidene-N-retinyl-ethanolamine
BM Bruch’s membrane
LDL Low-density lipoprotein
ONOO− Peroxynitrite
8-OHdG 8-Oxo-2′-deoxyguanosine
mtBER Mitochondrial base excision repair
nDNA Nuclear DNA
mtDNA Mitochondrial DNA
OGG1 8-Oxoguanine glycosylase
Pol-γ Polymerase gamma
PGC-1α Peroxisome proliferator-activated receptor-gamma coactivator 1 alpha
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mt Mitochondria
AMD Age-related macular degeneration
CNVM Choroidal neovascular membrane
VEGF Vascular endothelial growth factor
CFH Complement factor H
ARMS2 mt age-related susceptibility protein 2
HTRA1 High-temperature-required serine protease
BMP-4 Bone morphogenetic protein 4
CFHRA CFH-risk alleles
A2RA ARMS2-risk alleles
CNTF Ciliary neurotrophic factor
HGF Hepatocyte growth factor
RBP Retinol-binding protein
CME Cystoid macular edema
AGEs Advanced glycation end-products
GPx-1 RDH Glutathione peroxidase-1 retinol dehydrogenase

THEMATIC SUMMARY BOX

At the end of this chapter, students should be able to:

• Describe themain features of age-relatedmacular degeneration and diabetic retinopathy

• Outline the pathogenesis of these disorders

• Analyze the contribution of oxidative stress in the pathogenesis

• Analyze the contribution of polymorphism in the pathogenesis

• Analyze therapeutic targets

Introduction

Oxidative stress (OS)-induced damage is likely in the eye due to daily exposure to
ultraviolet (UV) and blue light, high oxygen tension, high choroidal blood flow, dra-
matic oxygen tension gradient across the vitreous, maintenance of an intraocular
pressure, highly unsaturated long-chain fatty acids, large surface area of the stacked
cell membrane disks in the photoreceptor (PR) outer segments, metabolic load on the
retinal pigment epithelium (RPE), and high metabolic rate in the PR cell layer. Major
diseases of the eye, namely, age-related macular degeneration (AMD), glaucoma,
cataract, diabetic retinopathy, and retinitis pigmentosa (RP), have different etiolo-
gies, but the cellular response to injury from OS is remarkably similar. Depending on
the extent of damage, cells undergo the OS response, endoplasmic reticulum-folded
protein response, heat-shock response, inflammatory response, apoptotic response,
and necrotic response. The major endogenous enzymatic systems to protect against
oxidative damage are superoxide dismutase (SOD), catalase, glutathione peroxidase,
and thioredoxin reductase. The main nonenzymatic antioxidants are vitamins A, C,
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and E; glutathione; ubiquinone; lutein; zeaxanthin; andmeso-zeaxanthin, alongwith
a host of antioxidant (AOX) molecules from dietary sources.

The vitreous

The vitreous, filling the space between the lens and the retina, is composed of long-
chain hyaluronic acid polymer that, along with a collagen framework, create a gel
that is 99% water. The collagen framework is strongly attached to the posterior
lens capsule, ciliary body, peripheral retina, and optic disk, and weakly attached
to the rest of the retina. The vitreous is transparent because the vitreous collagen
fibers are smaller than the wavelength of visible light, and there are specific vitreous
proteins to keep the fibers from aggregating.1 In disease and in aging, hyaluronic
acid polymer ester bonds hydrolyze causing the gel to liquefy. Simultaneously, there
is fragmentation of the collagen fibers, so that over time there is liquefaction and col-
lapse of the collagen structure. At first, there are pockets of liquid vitreous allowing
currents to flow, carrying oxygen from the highly saturated preretinal vitreous to the
relatively hypoxic postlenticular vitreous leading to oxidative stress and damage to
the lens. With liquefaction, the vitreous fiber structure detaches from the posterior
retina, remaining tightly attached to the anterior, peripheral retina and to the retina
at the optic nerve head. Eventually the vitreous attached to the optic nerve pulls off,
creating a posterior vitreous detachment (PVD). In about 1% of human eyes, there
are spots of tight adhesion to the collagen structure of the vitreous in the peripheral
retina so that a PVD will trigger a U-shaped flap (horseshoe-shaped) tear in the
retina. In about one-third of eyes with such retinal tears, the hole created by the tear
leads to a rhegmatogenous (caused by a tear) retinal detachment by allowing the
now liquid vitreous to enter the subretinal space. Normal neurosensory retina (NSR)
is held in place by the suction force created by the pumping action of the RPE. Liquid
vitreous leaking through the tear breaks this suction so that the retina detaches, not
by being pulled off, but rather falling off by no longer being held in place by suction.
Extracellular fluid in the normal NSR is also pumped out by the RPE pumping action,
creating a state of deturgescence necessary for transparency and normal neuronal
function, so the detached swollen retina is no longer transparent and there is retinal
neuronal dysfunction. The retinal detachment is repaired by closing the hole in the
retina and re-establishing the normal force holding the retina in place.

The intact vitreous gel has an ascorbate level that is 30–40 times higher than
plasma levels, achieved by sodium-dependent ascorbate transporter (SLC23A2)
in the pigmented layer of the ciliary body epithelium.2 This is responsible for the
high level of ascorbate in the aqueous humor. The ascorbate in the intact vitreous
consumes oxygen by an unknown mechanism, possibly involving free iron.3 The
oxygen consumption and the convection current barrier inherent in the intact
vitreous gel protect the anterior portions of the eye from the very saturated oxygen
concentration at the retina. Degeneration and liquefaction of the vitreous due to
inflammation, retinal microvascular leakage, or surgical removal of the vitreous
lead to higher oxygen concentrations at the lens and the trabecular meshwork
with development of nuclear sclerotic cataract and open angle glaucoma from the
increased oxidative damage. Extracellular SOD is also present in the vitreous but in
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very low concentration. Attempts to prevent cataract by diet have shown that extra-
cellular SOD can be increased by diet but have yet to show prevention of the changes
in lens.4 There is evidence that the AOX verbascoside, a phenylpropanoid glycoside,
can increase AOX levels in vitreous and lens of the rabbit.5 Crystallins have been
found in the vitreous and inhibit inflammation by blocking the Ras–Raf–MEK–ERK
pathway.6 Under hypoxic conditions, a variety of soluble factors are secreted into
the vitreous cavity including growth factors, cytokines, and chemokines.7

The retina

The retina is especially susceptible to OS-induced damage because of the retina’s
exposure to light; the high production rate of protein in the PR cell; the complex
visual cycle of visual pigments; high oxygen tension; high choroidal blood flow;main-
tenance of a significant intraocular pressure; preponderance of highly unsaturated
long-chain fatty acids in the PR cell; polymorphism in very complex protein path-
ways; and oxidative, metabolic, and phagocytic loads on the RPE.

OS in the visual cycle
Phototransduction of light into neural activity in the PR involves absorption of light
by the visual pigment 11-cis-retinaldehyde (RAL)-opsin rhodopsin for rods and a
similar pigment for cones. Initial production of the visual pigment rhodopsin occurs
in the inner segment of the PR where a multistage protein production process occurs
with folding and multiple postproduction alterations. Once this inner segment disk
membrane-activated 11-cis-RAL-opsin protein absorbs light, there is a conforma-
tional change in the 11-cis-RAL chromophore to all-trans-RAL, releasing it from the
opsin protein and triggering a cyclic GMP pathway to signal neural transmission (see
Figure 7.1). The all-trans-RAL is then metabolized back to the activated 11-cis-RAL
chromophore by the visual cycle, with conversion of the all-trans-RAL aldehyde to
the alcohol, transport to the RPE with specific binding proteins, esterification of the
all-trans-retinol (ROL) (esterification allows self-aggregation into an inert retinosome
for storage), isomerization of the all-trans-retinyl ester to 11-cis-ROL, oxidation to
11-cis-RAL, and transportation back to the PR outer segment where it is covalently
bonded to the outer segment disk membrane-bound apo-opsin protein to make
the activated visual pigment. This complex process has many protein components
including chaperone and transport proteins.

Recycling of the long-chain polyunsaturated fatty acids
(LCPUFA)
Themainmechanism for replacement of oxidized lipoproteins is the diurnal phagocy-
tosis of about one-tenth of the PR outer segment membranes per day by the RPE. The
renewal process is carried out by a very active lipoprotein production in the PR inner
segment ER and Golgi apparatus. Not only does an extraordinary amount of visual
pigment need to be made, but also recycling of the long-chain polyunsaturated fatty
acids (LCPUFAs) in the shed outer segments has to be done, and new cell membrane
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Figure 7.1 The rod photoreceptor cell (PRC) outer segment is the top figure and the retinal

pigment epithelial (RPE) cell is the bottom figure. The active form of rhodopsin visual pigment

is an outer segment disk membrane-bound protein that absorbs light causing a conformational

shift in the 11-cis-retinal (11-cis-RAL) moiety to all-trans-retinal (all-trans-RAL), resulting in

cleavage of all-trans-RAL and opsin protein that stimulates the photoreceptor to trigger a

neuronal impulse through a cyclic GMP pathway. The all-trans-RAL aldehyde is reduced to

all-trans-retinol (all-trans-ROL) by an NADPH-dependent retinal dehydrogenase (RDH). The

all-trans-ROL is transported through the interphotoreceptor matrix and into the RPE through

a partially understood mechanism involving specific retinal-binding proteins in the

interphotoreceptor matrix and in the RPE microsome. The all-trans-ROL is esterified by

lecithin retinol acyltransferase to a fatty acid all-trans-retinyl ester, which then aggregates in a

specialized microsome called a retinosome. RPE65 isomerase then hydrates the

all-trans-retinyl ester and changes the ROL to the 11-cis-isomer and a free fatty acid. An

NAD+-dependent retinal dehydrogenase oxidizes the 11-cis-ROL to 11-cis–RAL, which is then

transported back to the membrane-bound apo-opsin where the two are covalently joined to

form the activated rhodopsin, 11-cis-RAL-opsin.
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lipoprotein has to be made. To effect this, the PR inner segment has a large number
of very active mitochondria supplying the needed energy for this renewal process.
The RPE also has a very high metabolic rate in order to daily phagocytize such a large
lipoprotein load; detoxify the oxidized lipoproteins and lipid peroxides; regenerate
the visual pigments; maintain deturgescence in the neural environment; and supply
the numerous PR inner segment mitochondria with oxygen, nutrients, and waste
product removal. It is easy to understand why there are many gene mutations lead-
ing to retinal diseases, given there are so many steps in the production and recycling
of the visual pigment and LCPUFAs. The high metabolic rate of the retina will lead
to dysfunction from a gene mutation that does not cause dysfunction in other tis-
sues. For the same reason, some individuals that have more OS from environmental
sources and less AOXs from dietary sources will have retinal dysfunction that does
not occur in less stressed individuals.

Retinal dystrophies
Retinal dystrophies are inherited degenerative diseases of the retina. An ever increas-
ing number of gene mutations causing retinal degeneration have been identified (see
Table 7.1).

Mutations in a gene controlling one of the many proteins in the visual cycle
may lead to retinal degeneration. RP is the most common retinal dystrophy phe-
notype. In RP, there is progressive loss of rod cells earlier than cone cells, with loss of
night-time vision and peripheral visual field. Clinical findings are attenuation of the
retinal blood vessels, loss of RPE in the peripheral retina, andmigration of the pigment
into a typical clumping pattern. Electroretinography shows a progressive decrease in
light-stimulated electrical activity of the retina, first in the scotopic dark-adapted ERG
and then in the photopic light-adapted ERG. There have been 140 gene mutations
identified that lead to RP.8 Causes of the degeneration of the retina from the errors in
metabolism that occur from the gene mutations of the many proteins involved in the
visual cycle share the same stresses, with oxidative damage, ER stress, mitochondrial
DNA (mtDNA) damage, and triggering of the apoptotic pathways.

Table 7.1 Mapped and identified retinal dystrophy genes.8

Disease category Mapped only Gene identified

Cone dystrophy autosomal dominant 3 10

Cone dystrophy autosomal recessive 1 17

Macular dystrophy AD 7 12

Macular dystrophy AR 0 3

Retinitis pigmentosa AD 1 24

Retinitis pigmentosa AD with syndrome 1 12

Retinitis pigmentosa AR 3 45

Retinitis pigmentosa AR with syndrome 4 42

Retinitis pigmentosa AR with Usher syndrome 3 12

Retinitis pigmentosa X-linked recessive 3 3

Retinitis pigmentosa X-linked recessive with syndrome 0 2
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Despite knowing the exact genetic cause of a particular form of RP, we under-
stand the pathogenesis of the retinal degeneration incompletely.9 Many different
gene defects in the rhodopsin production pathway lead to RP. Rhodopsin is a pro-
tein that is processed abundantly in the PR so that a misfolded protein can lead
to a buildup, causing the ER to fill up; undergo stress; trigger the unfolded pro-
tein response; and release caspase, signaling apoptosis, or indirectly signal apoptosis
by stimulating CCAAT-enhancer-binding protein homologous protein (CHOP).10,11

Visual cycle inhibitors and CHOP inhibitors are potential treatments for RP that have
some promising results.12,13 A particularly severe form of RP is caused bymutations in
the retinol dehydrogenase RDH12 with early and severe loss of vision, clinically iden-
tified as Leber’s congenital amaurosis. RDH12 is not just involved in the reduction of
all-trans-RAL to all-trans-retinol (ROL) but also enzymatically detoxifies a variety of
other aldehydes, which are oxidation products of LCPUFAs.14 Docosahexaenoic acid
(DHA) is the main PUFA in the PR and is retained in the PR even in omega-3 FA
deficiency through a highly effective recycling process that is similar to the recycling
of visual pigment. RPE cells make DHA-derived neuroprotectin (NPD1) in response
to OS. NPD1 provides the PR with many protective, anti-inflammatory, and prosur-
vival repair signals through the induction of antiapoptotic proteins and inhibition
of pro-apoptotic proteins.15 DHA is an omega-3 PUFA with six double bonds that
oxidizes rapidly without AOX protection. A unique oxidation product of DHA oxi-
dation is ω-(2-carboxyethyl)pyrrole (CEP). CEP protein adducts accumulate in the
RPE and BM and have been found to promote neovascularization (NV) in a pathway
independent of vascular endothelial growth factor (VEGF).16

A large number of mitochondria in the PR inner segment produce an abundance
of reactive oxygen species (ROS). The PR also contains an abundance of LCPUFAs,
the source material for forming new outer segment disk membranes. With the abun-
dant ROS and abundant LCPUFA, lipid peroxidation occurs extensively. A common
and toxic oxidation product of LCPUFA oxidation is 4-hydroxynonenal (4-HNE).
RDH12 appears to detoxify 4-HNE by reducing this aldehyde to an alcohol.14 A
defective RDH12 results in a buildup of the very reactive 4-HNE, resulting 4-HNE
adducts, which are the products of 4-HNE reactions with protein. The buildup of
4-HNE adducts appears to be the cause of early and severe retinal degeneration in
this form of RP.14

Mutations in the ABCA4 gene lead to some forms of Stargardt disease,
cone–rod dystrophy and RP in homozygous individuals, and increase the chance
of AMD in heterozygous individuals.17 OS occurs when all-trans-RAL readily
reacts with phosphatidylethanolamine (PE) found in the disk membranes to make
N-retinylidene-phosphatidylethanolamine (NRPE), which is usually transported by
ABCA4 protein out of the disk membrane, where NRPE is reduced by RDH, freeing
RAL to be transported to the RPE where it reenters the visual cycle.18 With defective
ABCA4 transport, there is buildup of the NRPE, which may then lead to adduc-
tion of a second RAL to form N-retinylidene-N-retinyl-phosphatidylethanolamine
(A2PE), a toxic bisretinoid, A2 being two vitamin A moieties (RAL) and PE being
one phosphatidylethanolamine.17 When the phosphate group is removed by a
phosphatase, A2E results. When there is deficient ABCA4 activity, the buildup of
A2E and other oxidants leads to OS and apoptosis. The importance of this bisretinoid
is that there are no known detoxifying chemical reactions, so A2E and its oxidation
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products, adducts, and dimers build up in the retina even when there is normal
ABCA4 activity, as part of normal aging. A2E damages the cell through its two
RAL chromophores that absorb blue light and produces superoxide and peroxyl
radicals. The two hydrophobic retinal side chains and the hydrophilic ethanolamine
of A2E make it a detergent, giving A2E more ability to damage cell membranes. The
amine group in A2E complexes with lysosome enzymes and interferes with normal
degradation processes.19 A2E also damages the mitochondria causing the release of
cytochrome c leading to apoptosis. Through shedding of the PR disks and phago-
cytosis by the RPE, bisretinoids are removed from the PR, but build up in the RPE
lysosomes, and end up in residual bodies with pigment granules called lipofuscin.
Many bisretinoids strongly absorb blue light and produce ROS, including superoxide.
Photooxidation of A2E and related compounds can involve the incorporation of as
many as nine oxygen atoms into the molecule resulting in multiple toxic epoxides,
endoperoxides, and furanoid compounds.19 Some of these are stable, polar, and can
diffuse to cause oxidative damage widely in the RPE and even diffuse out of the RPE
stimulating pattern recognition receptors RAGE and TLR3 that signal inflammation.20

Lipofuscin age pigment
Lipofuscin is the autofluorescent collection of aging pigments found in the RPE resid-
ual bodies. So lipofuscin is the accumulation of phagocytosed lysosomal-oxidized
cell membranes that could not be completely degraded. Lipofuscin accumulates
rapidly in children, possibly because of more photooxidative damage due to lower
filtering of blue light by the immature lens nucleus. The rate of lipofuscin accu-
mulation decreases in adulthood, but continues to accumulate until plateauing in
the seventh decade, reaching up to 20% of the volume of the RPE cytoplasm.19

Fundus photography can detect the greenish yellow autofluorescence of lipofus-
cin. A2E and its derivatives make up most of the material, along with divalent
metals and some protein, but the exact composition of RPE lipofuscin has not
yet been determined. Within lipofuscin are pigment granules that appear to have
little protein, yet have all of the phototoxicity and ROS-producing activity, along
with carboxyethylpyrrole adducts.21 Tandem mass spectroscopy studies show that
bisretinoids in lipofuscin self-react to produce higher molecular weight species
that become more hydrophobic.19 A2E has long been thought to be the main
fluorescent chromophore in lipofuscin, but it appears that A2E may self-quench and
fluorescence may actually occur from A2E self-reacting adducts.19 It also appears
that the phototoxicity of lipofuscin may prove to be from one or more of these A2E
adducts.19 PR cell loss occurs with aging, but in Caucasians, PR loss is significantly
and directly correlated with lipofuscin concentration in the adjacent RPE.17

RPE melanosomes
RPE melanosomes synthesize melanin from L-DOPA during fetal development and
then synthesis diminishes, so little is made in the adult RPE.22 Melanosomes are
located in the apical RPE close to the PR where this dark brown pigment absorbs light
that passes through the PR cells, protecting the RPE from phototoxicity. Melanin
quenches singlet oxygen and scavenges ROS and metal ions.22 Melanosomes take
up some of the lipofuscin granules, gradually changing into melanolysosomes with
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aging, first in the macula and then in the peripheral retina. The apical location
shielding effect of the melanosomes not only reduces the need for phagocytosis
by protecting the PR outer segment (which protrudes deeply into the RPE) but
also aids the degradation of the ROS in the phagosomes.23 As the RPE ages and
there are fewer pure melanosomes and more lipofuscin-laden melanolysosomes,
there is less apical localization so the shielding effect and the aid in ROS degradation
become less effective.22 The RPE continues to fill with lipofuscin and lipofuscin-laden
melanolysosomes.

Bruch’s membrane
The RPE is separated from the choroidal capillaries (the choriocapillaris) by a per-
meable Bruch’s membrane (BM), which consists of permeable extracellular matrix
material interposed between the basement membrane of the RPE and the fenestrated
basement membrane of the choriocapillaris. The large quantity of lipoprotein needed
for producing PR cell membranes is transported as low-density lipoprotein (LDL) par-
ticles through the choriocapillaris and BM to the RPE where lipid is transported to the
PR. Oxidized lipoprotein begins to accumulate in the choriocapillaris and BM early
in life, and with aging it may reach a level that creates an obstruction to transport of
lipoprotein through the BM and RPE. There is also accumulation of oxidized lipopro-
tein in the lipofuscin and melanolysosomes. The BM deposit of oxidized lipoproteins
leads to a barrier for transport of phagocytized lipoproteins out of the RPE and into
the choriocapillaris, causing cellular debris to accumulate between the RPE and the
choriocapillaris.

Oxidative damage to the DNA
OS causes DNA damage, and with the highly oxidizing environment of the PR and
RPE, the nuclear deoxyribonucleic acid (nDNA) repair mechanisms need to be very
effective. The nDNA has robust protection against environmental insults as well as a
very reliable single-strand break DNA repair mechanism. The mtDNA does not have
such a robust protection, leading to mtDNA damage and dysfunction as a significant
contributing factor to aging from oxidative damage in the retina. Mitochondria are
at the same time highly vulnerable to oxidative damage and the source of significant
production of ROS that cause the damage. Superoxide is formed as an unavoidable
reaction product during the mitochondrial oxidative phosphorylation. Superoxide is
detoxified by the mitochondrial SOD2 and catalase, but some ROS are nevertheless
formed, including hydroxyl radical HO• and peroxynitrite (ONOO−). These are very
reactive and can attack the iron in the cytochrome as well as oxidize PUFAs, lead-
ing to lipid peroxidation chain reaction. The hydroxyl radical is the main vector of
oxidative damage to base-pairs in themtDNA, and because guanine is most easily oxi-
dized, 8-oxo-2′-deoxyguanosine (8-OHdG) is the main oxidation product. 8-OHdG
pairs with not only cytosine but also adenine, so a G–C base pair may become an
8-OHdG–A pair and then a T–A transversion mutation.24

Mitochondrial base excision repair (mtBER) pathway
Oxidized nDNA and mtDNA bases are repaired through similar base excision and
repair pathways by proteins that are encoded in the nucleus and not the mt.
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8-Oxoguanine glycosylase (OGG1) is the main enzyme that cleaves the 8-OHdG

from the mtDNA. The main DNA polymerase in the mitochondrial short-patch

mtBER pathway is DNA polymerase gamma (Pol-γ). Although most mtBER proteins

are splice variants of the nuclear counterparts, Pol-γ is unique to the mt.24 Pol-γ is

sensitive to OS, and this vulnerability in the mtBER may be a major reason why the

mtDNA is more susceptible to OS than is nDNA.25 It appears that OS-induced RPE

mtDNA damage activates mtBER enzymes but then the mtDNA repair capacity can

be overwhelmed due to Pol-γ dysfunction, resulting in decreased mtDNA repair.

The mt are dynamic, move along the cytoskeleton, divide, and fuse together. Mt

fusion and fission are part of the cellular response to stress. Fusion allows some pro-

tection from mtDNA mutations by combining the mitochondrial genomes, so the

OPA1 (optic atrophy 1 autosomal dominant) gene defect that leads to faulty mito-

chondrial fusion thus leads to increasing mtDNA damage, which is the cause of about

half of the cases of dominant optic nerve atrophy, and some cases of glaucoma with

normal intraocular pressure. Polymorphism in the DNM1L gene involved in mito-

chondrial fission is suspected in a variety of neurodegenerative diseases but has not

yet been implicated in retinal disease.26 Mutations in the mtDNA gene encoding

the mt NADH dehydrogenase involved in oxidative phosphorylation lead to under-

performing mt, causing Leber’s hereditary optic neuropathy, a form of optic nerve

atrophy.24

The PR and RPE do have a mt renewal process of mt biogenesis and autophagy

of damaged mt marked for removal. Biogenesis of the mt is a very complex process

involving over 100 genes in both the nuclear and the mt genomes and includes

fusion and fission processes.24 Despite the complexity of mitochondrial biogenesis,

it appears peroxisome proliferator-activated receptor-gamma coactivator 1 alpha

(PGC-1α) is a major regulator.27 Aging causes a decrease in mitochondrial biogen-

esis through reduced PGC-1α activity, thought to be due in part to inactivation

of 5′-adenosine monophosphate-activated protein kinase through an unknown

process.28 Stimulation of PGC-1α occurs through caloric restriction, a therapy that

is difficult to use in humans.29 Caloric restriction mimetics resveratrol, polyphenols,

SRT1720, and SRT501, and metformin stimulate mitochondrial biogenesis through

mechanisms that upregulate PGC-1α activity and are possible aids in treating

age-related diseases.29 A cautionary note: high doses of vitamin C can inhibit

mitochondrial biogenesis, so indiscriminant use of antioxidants may cause harm.

The nDNA protection can be upregulated by prior treatment with nonlethal OS.

Catalase, glutathione peroxidase, and SOD1 (cytosol SOD) increase, but SOD2 (mito-

chondrial SOD) does not, so it appears that there is limited adaptive response for the

protection of the mitochondria when the cell is chronically stressed.30 VEGF is neu-

roprotective in part due to the upregulation of SOD2. VEGF inhibition reduces this

mtDNA protective mechanism. Another source of OS to the mt is the mt cytochrome,

which is a photosensitizer, so light can induce ROS and it may be this property that

causes accumulative damage in the mitochondria in all light-exposed cells.24

Age-related macular degeneration

Age-related macular degeneration is an acquired disease of the central area of the

retina called the macula lutea, a term derived from Latin which means yellow spot.
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The macula is where the acuity, color vision, and sensitivity are highest, the cone
PR predominates and where the retinal carotenoid pigments are located. The cen-
ter of the macula is the fovea where the neurosensory retina is thinnest, being only
the layer of specialized foveal cone cells, with all of the other neuronal elements
pushed radially away from these cones so that neural elements do not interfere with
the quality of the image on the center of the fovea (the foveola). The disease of
AMD causes a gradual accumulation of debris under the RPE basement membrane
of the macula and in Bruch’s membrane (located between the RPE and the choroidal
capillaries). Early in the development of AMD, the debris is not visible on biomi-
croscopy, but as the material builds and microglia and macrophages migrate in, small
crystal-like deposits are most often seen first, called drusen. Central vision is most
often preserved, but there is delay in recovery of the central vision to bright light
bleaching as the PR and RPE functions decline and the permeable BM accumulates
hydrophobic material. As cellular debris accumulates, it coalesces with the small hard
drusen to form larger white deposits called soft drusen. Drusen contain phospho-
lipids, glycolipids, cholesterol and oxidized cholesterol (7-keto cholesterol), oxidized
fatty acids, and various proteins, including misfolded amyloid oligomers, C-reactive
protein, adducts of the carboxyethylpyrrole protein, bisretinoids, immunoglobulins,
acute phase molecules, as well as the complement-related proteins C3a, C5a, C5,
C5b-9, complement factor H (CFH), CD35, and CD46.31

Progressive apoptotic loss of PR cells and RPE causes focal geographic areas of atro-
phy and depigmentation to occur. When the fovea is involved, there is loss of central
vision. Geographic atrophy can cause a profound loss of central vision but does not
extend into the peripheral retina, so that peripheral vision is preserved. This “dry”
form of AMD is call nonexudative AMD with the more advanced form called geo-
graphic atrophy. When choroidal vessels break through the chronically inflamed BM
as NV, plasma and blood leak out, elevating the RPE into a dome-shaped detachment.
Often the neovascular vessels break through the RPE layer and enter the subreti-
nal space, causing a localized detachment of the retina as the leaking and bleeding
vessels overwhelm the RPE pump. This process produces a choroidal neovascular
membrane (CNVM). Sudden detachment of the retina causes distortion in vision,
called metamorphopsia, due to the displacement of the PR cells. Over time, as leaked
plasma is reabsorbed by the retinal vessels and the RPE pump, large and hydropho-
bic molecules accumulate while water, electrolytes, and small hydrophilic molecules
are easily reabsorbed, giving rise to pale yellow lipid deposits in the retina and sub-
retinal space called hard exudate. This “wet” form of the disease is called exudative
AMD. Typically, exudative AMD can be very rapid in onset and can progress rapidly.
Peripheral vision is usually preserved except when there is massive bleeding in the
presence of a bleeding diathesis, such as warfarin anticoagulation. Laser cautery of
a CNVM preserves central vision if the fovea is not yet involved, but over 95% of
patients present with foveal involvement. A clinical trial showed that laser treatment
of a subfoveal CNVM was beneficial, but a sudden loss of central vision from treat-
ment was hard to justify to patients for a small gain in the preservation of vision
later, so most patients with subfoveal membranes were treated with a variety of other
treatments including steroids, ionizing radiation, surgical removal of the CNVM, 360∘
peripheral retinotomy with rotation and reattachment of the fovea on RPE that did
not have a CNVM (macular translation surgery), and photodynamic therapy of the
CNVM using verteporfin activated with a diode laser to cauterize the CNVMwith the
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induced ROS. Exudative AMD had no treatment that consistently improved vision
until the availability of VEGF inhibitors.

VEGF in AMD
VEGF-A is an angiogenesis regulating protein as well as a survival factor for the
ganglion cells, PR, and RPE that is produced by the RPE, Müller cells, astrocytes,
and pericytes. The isoform, VEGF165, is proangiogenic, and the splice variant
VEGF165b is antiangiogenic.32 Serine-rich protein kinase-1 (SRPK1) is involved in
the control of the splice variance. Topically applied inhibitors of SRPK1, such as
disubstituted furan-morphonyl (SPHINX), piperidinyl-isonicotinamide (SRPIN340),
and morphonyl-nicotinamide (MVRL09), reduced choroidal NV in a rodent model
of exudative AMD by decreasing the VEGF165 isoform, but not the VEGF165b
isoform.33 A short RNA aptamer that bound to VEGF165 with high affinity gave
some benefit to AMD patient vision, but when the humanized mouse monoclonal
antibody bevacizumab and its Fab fragment ranibizumab, with affinity to all isoforms
of VEGF-A, became available, great success was found in controlling loss of vision
from the exudative form of AMD.34 A soluble decoy VEGF receptor fusion protein
aflibercept has been shown to have similar benefit.34 Because treatment requires
repeated intravitreous injections every 4–6 weeks, investigation into longer lasting
VEGF inhibitors continues.35 The European Society of Retinal Specialists paper is an
excellent review of the current treatment of exudative AMD.34

Induction of VEGF in the retina leads to NV, but conversely also protects the
retina from OS and apoptosis through upregulation of mt SOD2; AOX enzymes and
anti-inflammatory heme oxygenase-1; and prosurvival NF-κB and antiapoptotic
PI3-K/Akt.36 By preventing VEGF protection of the neural retina, chronic treatment
of exudative AMD with these very effective VEGF inhibitors may lead to OS and
apoptosis in the retina.36

Parainflammation and complement in AMD
With chronic OS and the buildup of intra- and extracellular debris, a low-grade
inflammatory process is triggered. The macrophage-like retinal microglia migrate
out of the neurosensory retina into the subretinal space and BM. As the disease
progresses, macrophages are recruited to remove the debris. Often the macrophages
phagocytize not only the debris but also the extracellular matrix material leading
the macrophage to trigger autoantibodies as well as antibodies to CEP adducts, and
the inflammation becomes chronic. This low-level chronic inflammatory process
in AMD has been called parainflammation.37 Complement activation occurs in the
inflamed BM and in the overlying RPE and PR cells through both the antibody
initiated classical pathway and the more predominant spontaneously initiated alter-
nate pathway. Apoptosis of PR cells and RPE occurs due to a combination of factors
discussed, such as the ER-folded protein stress, A2E, lipofuscin, DHA oxidation with
CEP adducts, mtDNA damage, reduced mt biosynthesis, poor SOD2 response to
chronic stress, mt dysfunction, and activation of microglia and macrophages, with
resulting complement activation. Rapamycin can prevent the irreversible change
to senescence induced by OS, demonstrating an interesting protection from OS by
suppressing the immune system.38



�

� �

�

Oxidative damage in the retina 105

Polymorphism and complement factors
The complement cascade is elaborate with promoting factors and inhibiting fac-
tors, allowing discovery of many polymorphisms of genes that lead to either an
increased risk of AMD, such as genes related to CFH, complement component 3,
complement factor 1, or polymorphisms that reduce risk, such as genes related
to complement factor B, complement component 2, and some factor H related
genes.39 Patients with CFH Y402H polymorphism have a deficient inhibitor of the
alternate complement pathway, factor H, and an increased risk of AMD, and loss
of vision from AMD. ARMS2 (mt age-related susceptibility protein 2) and related
HTRA1 (high-temperature-required serine protease) genes have polymorphisms
that increase the risk for AMD through an unknown mechanism.40 Polymorphism
in xeroderma pigmentosum complementation group D (XPD codon 751) may be
associated with protection from the development of AMD.41

Polymorphism in the mtDNA glycosylases has been found. One study found that
c.977C>G-hOGG1 (OGG1 cleaves 8-OHdG from oxidized mtDNA) polymorphism
may be associated with nonexudative AMD.42 Uracil-DNA glycosylase (UNG) and
single-strand-selective monofunctional uracil-DNA glycosylase (SMUG1) polymor-
phisms are also associated with AMD, affecting the severity.43

Iron in AMD
Iron is a potent free radical generator through the Fenton reaction so that hydroxyl
and hydroperoxyl radicals are formed. Ceruloplasmin acts as an AOX by oxidizing
the more toxic Fe2+ to Fe3+. The amount of iron in the retina increases with age
and is increased even more in AMD affected eyes, especially in the RPE and BM,
even in early AMD.44 The iron-binding glycoprotein transferrin is also increased in
AMD patients.44 Ceruloplasmin deficiency causes iron overload and severe retinal
degeneration.

AMD treatment targets
VEGF inhibition is the current treatment of choice for exudative AMD. There
are multiple trials reported attempting to clarify treatment regimes, which are
summarized in reference (34). In advanced nonexudative AMD, decreased levels of
the endoribonuclease DICER1 occur, leading to accumulation of small fragments of
DICER1 substrate, Alu RNA (small double-stranded RNA). This suggests a possible
target for the treatment of nonexudative AMD.45 Bone morphogenetic protein-4
(BMP-4) is elevated in the RPE and BM of patients with nonexudative AMD and is
absent in RPE of active exudative AMD, but BMP-4 increases once the exudative
AMD becomes fibrotic.46 Cultures of RPE cells exposed to chronic sublethal OS
express high levels of BMP-4, which mediates RPE senescence through activation
of p53, so the cells become senescent or undergo apoptosis if p53-mediated DNA
repair is not adequate.46 BMP-4 may be the molecular switch determining the type
of AMD that develops, and tissue necrosis factor may regulate the BMP-4 levels.46

OS in AMD etiology
Age-related macular degeneration is a multifactorial disease, with retinal degenera-
tion resulting from a combination of an age-related increase in chronic OS, ER stress,
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chronic parainflammation, mt dysfunction, apoptotic loss of PR cells and RPE, BM
disruption, iron overload, and complement activation. These multiple factors interact
with a vast array of polymorphisms in the genome to give the phenotype we recog-
nize as AMD. The importance of this disease has led to a rapidly growing field of
research, with each identified etiologic factor explored for possible treatment targets.

Evidence that OS is involved in the development of AMD is extensive. Epidemi-
ologic evidence shows there is a 2.54-fold increase in the risk of nonexudative AMD
and a 4.55-fold increase in the risk of exudative AMD in current smokers versus never
smokers.47 A correlation between systemic OS biomarkers and AMD as well as a cor-
relation between systemic AOX depletion and AMD also supports the role of OS in
AMD.48 Success of AOX therapy is also an evidence. The correlation between PR cell
loss and accumulation of lipofuscin in the underlying RPE also supports the OS role
in AMD. OS-induced increase in mtDNA damage and mutations and a decrease in
the efficacy of DNA repair have been correlated with the severity of AMD.49 Damage
to nDNA accumulates in AMD although not as much as in mtDNA, so the mtBER
proteins that are nucleus encoded are affected by the nDNA damage, and thus muta-
genesis in nDNA affects the ability of the mtDNA repair.49 Lymphocytes from AMD
patients displayed a higher amount of oxidative DNA damage, exhibited a higher sen-
sitivity to hydrogen peroxide and UV radiation, and repaired the lesions induced by
these factors less effectively than did cells from control individuals.49

Although OS is an important factor in the development of AMD, it appears that
the most important factor is aging, a process of slow accumulation of cellular damage
from all causes including OS and inflammation, with OS leading to inflammation.
The extensive variation in the human genome and in the environments experienced
leads to a heterogeneous presentation of age-related diseases. Such heterogeneity
presents opportunities for treatment.

Treatment of AMD
Antioxidants
The Age-Related Eye Disease Study (AREDS) showed that in a large group of mod-
erately advanced nonexudative AMD, AOX vitamins of 500mg of vitamin C, 400 IU
of vitamin E, 15mg of β-carotene, 80mg zinc oxide, and 2mg of copper reduced the
progression to severe visual loss by 25% at 5 years.50 The Age-Related Eye Disease
Study 2 (AREDS2) showed that the substitution of a combination of lutein 10mg and
zeaxanthin 2mg for β-carotene improved the outcome with a hazard ratio of 0.9 for
progression to severe visual loss.51 The AREDS2 also showed no apparent benefit of
DHA and EPA on the AMD progression. In a recent study, it was found that AMD
patients with two CFH-risk alleles (CFHRA) and no ARMS2-risk alleles (A2RA) had
more progression of the AMD with zinc treatment than placebo whether alone or in
combination with AOXs. For those with two CFHRAs and one or two A2RAs, there
was no difference in placebo.52 For AMD patients with none or one CFHRAs and
no A2RAs, zinc gave no benefit while AOX did decrease AMD progression.52 Those
with none or one CFHRAs and one or two A2RAs are the ones that did benefit from
zinc, either alone or in combination with AOXs.52 The chapter on clinical trials by
Palacio and Mooradian points out the danger of recommending AOX treatment to
the general population based of the benefit demonstrated in a specific patient pool.
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A reasonable approach would be to determine the AOX status of patients at risk for

AMD, and give supplements to those found to be deficient. DHA is antioxidant in

low concentration but a significant prooxidant in high concentration. Great care is

needed in treating with DHA, and perhaps OS monitoring of blood is needed to get

the right DHA dosage.

Amyloid 𝛃
An antibody to amyloid β removed amyloid β from soft drusen and protected the

RPE and PR cells in a mouse model.97 Upregulation of apolipoprotein E may lead to

proteolytic degradation of amyloid β, an area for future investigation.

Anti-inflammatory treatment
Steroids are potentially useful to decrease the inflammatory component of AMD. The

vitreous cavity is a very useful treatment approach for a variety of drug containers

that can be sutured to a pars plana sclerotomy, allowing for long-duration delivery

to the whole eye. Encapsulated cell technology can potentially deliver a variety of

biologics for prolonged periods. Many inhibitors and modulators of complement are

proposed to retard AMD progression, including inhibitors of factor B, factor D, C1,

C3, C3 convertase and C5, as well as CFH recombinant and fusion proteins.47 A small

prospective, double-masked, randomized clinical trial on intravenous eculizumab, a

C5 inhibitor, failed to retard progression of geographic atropy.53

LDL modulation
Lowering LDL with statin drugs to retard the progression of AMD has not yet

been proven. Some evidence is hopeful, but a large randomized clinical trial has

not been done.54 Modulation of LDL with long-chain PUFAs may also be helpful.

7-Keto cholesterol is a common component of oxidized LDL and is a very strong

stimulator of macrophages and inflammation, while DHA decreases this stimulated

inflammation.55

Emerging treatments for AMD
Recent evidence that the neuroprotective protein DJ-1 protects the RPE fromOSmay

lead to a way to manipulate this pathway to protect the RPE.56 The metalloproteinase

inhibitor TIMP1 can inhibit the destruction of BM, making it a possible treatment

pathway. Polymorphism in monocyte chemotactic protein 1 (MCP-1) has recently

been shown to be correlated with AMD, suggesting a possible treatment pathway.

Pigment epithelium-derived factor (PEDF) is both neurotrophic and antiangiogenic,

and levels are decreased in patients with AMD, making PEDF an attractive treatment

for both types of AMD. Ciliary neurotrophic factor (CNTF) is neurotrophic and an

encapsulated cell technology to treat RP found some preservation of retinal thickness,

but no benefit in vision compared to control.57 A preliminary trial of encapsulated cell

technology CNTF to treat geographic atrophy showed success in slowing vision loss.58

Platelet-derived growth factor (PDGF) is proangiogenic. An anti-PDGF aptamer

Fovista is undergoing trials as a supplement to anti-VEGF therapy. Hepatocyte growth

factor (HGF) and its membrane receptor, mesenchymal–epithelial transition (MET)
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factor, are potential targets for AMD treatment. HGF protects various cells from oxida-
tive stress-induced apoptosis mainly via the phosphorylation of phosphoinositide
3-kinase/Akt pathway and the upregulation of AOX enzymes. HGF is made in the
RPE, and it is upregulated in exudative AMD where it is proangiogenic.

Visual cycle inhibitors
N-(4-hydroxyphenyl) retinamide (fenretinide) displaces ROL from retinol-binding
protein (RBP) and, together with dietary restriction of vitamin A, can reduce the
amount of ROL available for the visual cycle, thereby reducing the amount of A2E
and lipofuscin produced.59 A study of oral fenretinide in AMD patients with GA
showed that the group of patients who had reduction of RBP from treatment did
have a reduction in the growth of GA lesions as well as a reduction in the devel-
opment of CNVM.60 A1120 is a potent binder of RBP and is effective at reducing
lipofuscin in a mouse model.61 Emixustat is a nonretinoid inhibitor of RPE65 iso-
merase, which also inhibits the recycling of ROL and can reduce the accumulation of
A2E and lipofuscin.62 A phase 1b study is completed and phase 2 trial is ongoing.62

Diabetic retinopathy

Pathogenesis of diabetic retinopathy
The chronic hyperglycemia of diabetes leads to abnormally thickened capillary
basement membranes, OS-induced cell stress, cell dysfunction, and ultimately
loss through apoptosis of the retinal capillary pericytes first and then the retinal
capillary endothelial cells. This gradual damage to the retinal vessels is similar to the
microangiopathy that occurs systemically in diabetes. The deturgescence of the retina
is maintained by the blood retinal barrier that is similar to the blood–brain barrier.
When pericytes are lost due to apoptosis, focal areas of weakness develop that even-
tually dilate into microaneurysms. As long as the endothelial cells can stretch and
cover the dilated areas and maintain tight junctions, the blood retinal barrier is main-
tained. Once there are too many microaneurysms and there is too much dysfunction
or loss of endothelial cells, the microaneurysms leak and the barrier is compromised.
The chronic hyperglycemia can also weaken the RPE pump and further compromise
the blood retinal barrier. When the macular retina becomes thickened, called cystoid
macular edema (CME), vision is compromised. What looks like cysts in the retina,
are actually dilated extracellular spaces filled with extravasated plasma. With chronic
leakage, exudative lipid and large molecular moieties collect as the extravasated
water, electrolytes, and smaller molecule are reabsorbed by what is left of the blood
retinal barrier and RPE pump. Microaneurysms, hard exudates, and CME are the
hallmarks of nonproliferative diabetic (NPD) retinopathy. As capillaries lose pericytes
first and then endothelial cells, capillaries become acellular, maintaining a structure
because the thickened shared basement membranes of the missing pericytes and
endothelium remain. These acellular capillaries leak diffusely, but are very prone
to closure, creating areas of retinal vascular nonperfusion. The choroidal capillaries
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undergo a similar microangiopathy, but have a density of capillaries that is about
20 times greater than the retinal circulation, so significant vascular nonperfusion of
the choroid is rarely seen in diabetes. The choroidal vessels supply the nonperfused
retina through the RPE, preventing infarction of the retina, but not preventing
ischemia. The ischemic retina responds by producing angiogenic factors, including
high levels of soluble VEGF. Unfortunately the neural structure of the retina appears
to not allow vessels to grow into the ischemic retina, so NV proliferates into the
overlying vitreous. If a posterior vitreous detachment has occurred, NV will not
typically proliferate on or in the retina. Rather, the soluble VEGF diffuses into the
anterior chamber where it stimulates NV on the iris and trabecular meshwork,
scarring over the aqueous outflow channels and causing neovascular glaucoma.

Treatment of diabetic retinopathy
Control of the hyperglycemia slows the progression of NPDR and helps to prevent
NV. Although laser photocoagulation of focal areas of leakage found by fluorescein
angiography combined with a mild grid pattern treatment of thickened areas was
found to help preserve vision in patients with diabetic retinopathy and CME, VEGF
inhibitors have proven to be the better treatment choice. Thorough pan-retinal laser
treatment of the peripheral retina to ablate the ischemic retina was found to be very
effective to prevent further proliferation of NV in patients with early proliferative
diabetic retinopathy. Vitrectomy surgery to remove vitreous and fibrotic NV can help
prevent traction retinal detachment.

Advanced glycation end-products (AGEs)
Hyperglycemia leads to covalent bonding of glucose adducts to plasma proteins
through an autoxidative mechanism.63 Glycation of proteins interferes with their
normal functions by changing conformations, altering enzymatic activity, and
interfering with receptor functioning. Advanced glycation end-products (AGEs)
form intra- and extracellular cross linking not only with proteins but also with many
other molecules including lipids and nucleic acids to promote the development
of diabetic microangiopathy.63 Recent studies suggest that AGEs interact with
plasma membrane localized receptors for AGEs to alter intracellular signaling, gene
expression, and release of proinflammatory molecules and free radicals.63

OS in diabetic microangiopathy
Hyperglycemia also appears to be the cause of metabolic insult to the retinal vas-
culature in other ways. Hyperglycemia damages retinal vessels by increasing activ-
ity of enzymes nitric oxide synthase (NOS) and NADH/NADPH oxidase. Mitochon-
dria are sensitive to the increased superoxide and nitric oxide (NO) that are made,
and mtDNA damage occurs, eventually leading to apoptosis in the pericytes and
endothelial cells. Superoxide quickly reacts with the endothelial nitric oxide synthase
(eNOS)-produced NO, making ONOO− that adds to the OS damage. When superox-
ide reduces the circulating NO, inducible nitric oxide synthase (iNOS) is triggered,
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explaining the increase in NOS and creating a positive feedback loop for producing
more ROS. Excessive superoxide leads to caspase-3 activation and apoptosis. Animal
models of upregulation of SOD2 inhibited diabetes-induced increases in mitochon-
drial superoxide, restored mitochondrial function, and prevented vascular pathology
both in vitro and in vivo.24 Hyperglycemia-induced superoxide also leads to inflamma-
tion, which can be blocked by AOXs (N-acetylcysteine).64 Remember that VEGF also
upregulates SOD2. The OS/AOX imbalance that is caused by hyperglycemia reduces
the capillary repair system of the circulating endothelial progenitor cell (EPCs). EPC
dysfunction leads to failure to replace damaged and apoptotic retinal endothelial
cells, which then leads to the breakdown of the blood retinal barrier and eventu-
ally to nonperfusion. Attempts to prevent hyperglycemic cellular damage with AOX
therapy have had mixed results. Glutathione peroxidase-1 (GPx-1) enzymatically
detoxifies H2O2. Upregulation of GPx-1 in mice reduces intracellular H2O2, interfer-
ing with cellular pathways and attenuating normal insulin-mediated Akt signaling
causing the development of insulin resistance, hyperinsulinemia, and obesity.65 In
mice, GPx-1 deficiency protects against high-fat-induced insulin resistance, enhances
insulin-mediated ROS production, increases insulin-mediated Akt signaling, and pre-
serves glucose uptake in muscle.66 This surprising correlation of decreased ROS with
insulin resistancemay be due tomitochondrial dysfunction from the lost ROS-growth
factor-mediated signaling.65,67 These findings show the perils of indiscriminant AOX
therapy and point out the need for a careful investigation. This is a very important
field of investigation for students to consider as a career.

Multiple choice questions

1 The most effective treatment of neovascularization in exudative AMD is

a. Focal laser photocoagulation of the choroidal neovascular membrane

b. Powerful antioxidant therapy

c. Intravitreous anti-VEGF therapy

d. Steroid therapy

2 The visual cycle recycles which molecule

a. Docosahexaenoic acid (DHA)

b. All-trans-retinal

c. Complement H factor

d. A2E

3 Which are products of oxidation?

a. ω-(2-carboxyethyl)pyrrole (CEP)

b. A2E

c. 4-Hydroxynonenal (4-HNE)

d. All of the above

4 Hyperglycemia leads to

a. Decreased activity of NOS

b. Decreased activity of NADH/NADPH oxidase

c. Decreased advanced glycation end-products

d. Increased activity of NOS, NADH/NADPH oxidase, and advanced glycation end-products
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THEMATIC SUMMARY BOX

At the end of this chapter, students should be able to:

• Describe the functional impact of hearing loss

• Describe different insults and disorders that cause hearing loss

• Outline the pathogenesis of hearing loss

• Analyze the contribution of oxidative stress to hearing loss

• Infer new therapeutic targets

Introduction

Sound waves are a physical stimulus; much like the ripples in a pond that spread
from the point of impact to the water, there is a wave-like deflection of air molecules
that travels from a sound source (vibrating vocal folds, a speaker, metal parts strik-
ing each other, etc.) outwards. A human, or any animal standing in that spreading
sound field, has the potential to detect “sound” when the systematically mobile air
molecules enter the ear canal. The sound waves travel down, and are amplified in,
the ear canal as a function of ear canal resonances, before arriving at and imping-
ing on the tympanic membrane. The sound waves deflect the tympanic membrane
(or the ear drum), which results in motion of three connected bones, termed the
middle ear ossicles. Motion of these bones results in pressure concentrated at a sec-
ond smaller membrane, termed the oval window. The oval window is the point at
which the third middle ear ossicle, the stapes, contacts the cochlea. The cochlea is
filled with fluid, and when the stapes exerts pressure on the fluid-filled cochlea, in
wave-like patterns reflecting the sound waves striking the tympanic membrane, then
that mechanical signal is transferred to the inner ear as waves in the fluid inside the
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cochlea. The pressure waves in the fluid inside the cochlea displaces a membrane,
termed the basilar membrane, which serves as the supporting base for the sensory
cells inside the cochlea, which are the outer hair cells (OHCs) and the inner hair cells
(IHCs).

The OHCs are essential for normal hearing thresholds. The OHCs sit between the
basilar membrane and the tectorial membrane. With basilar membrane motion, a
shearing force is exerted on the OHCs. Until a decade ago, it was generally thought
that most, if not all, noise-induced hearing loss (NIHL) occurred when this shear-
ing force directly caused a mechanical destruction of hair cells and their supporting
structures, with perhaps some contribution of noise-induced reductions in blood flow
to the cochlea. What we now know, however, is that cell damage after noise insult
can be largely a by-product of oxidative stress.1–5 In addition to loss of OHCs, there
can be loss of IHCs and a secondary loss of auditory nerve fibers. Finally, the struc-
ture associated with cochlear blood supply, the stria vascularis, critical to maintain
homeostasis of the organ of Corti, can be damaged, and with that the generation of
the endocochlear potential, which is essential for maintained transduction sensitivity.
Oxidative stress has been implicated in the damage that occurs to all of these struc-
tures. In fact, these structures are vulnerable not only to noise but also to a variety
of other insults, and they are lost during the normal process of aging, in the absence
of any environmental insult. As the loss of cells to different insults and to aging con-
tinues, hearing loss develops and continually progresses with continuing loss of cells
in the inner ear.

Hearing loss is a significant clinical, social, and economic issue; the third most
prevalent disability, it affects some 278 million people, including more than 10%
of the adult male population.6,7 In the United States, hearing loss in the speech
frequency region affects some 29 million Americans aged 20–69 years; when the
higher frequencies of 3, 4, and 6 kHz are included, the number of affected individuals
doubles.8 In this chapter, we will review some of the major causes of hearing loss, the
underlying pathology, the role of oxidative stress in that pathology, and the potential
that antioxidant therapeutics can prevent the onset or progression of hearing loss.
For more detailed information on all of the pathologies reviewed here, the role of
oxidative stress, and the current status of therapeutic research, readers are referred
to the upcoming edition: Free Radicals in ENT Pathology.9

Age-related hearing loss

Age is one of the major risk factors for hearing loss.10 Age-related hearing loss
(ARHL), also termed presbycusis, begins at higher frequencies and progresses to
lower frequencies with increasing age. According to the National Institutes of Health,
approximately one-third of Americans aged between 65 and 74 and nearly half of
those aged over 75 have hearing loss.11 One of the earliest and most systematic
efforts to identify causes of ARHL was that of Schuknecht, who proposed four
ARHL “phenotypes” based on different patterns of pathology detected during
dissection of donated human temporal bones. These early papers are reviewed
in detail elsewhere.12,13 Here, we briefly note that the four proposed patterns of
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pathology include neural, strial, sensory, and mixed origins, reflecting degeneration
of the afferent neurons, stria vascularis, organ of Corti, or a mixed pathology with
degeneration of multiple structures. A cochlear conductive ARHL has also been
proposed, with stiffening of the basilar membrane being the proposed mechanism,
but this remains unproven.13

One of the key challenges in the identification of “pure” ARHL in humans is that
hearing loss in humans is significantly associated with a variety of health-related
factors. Cardiovascular disease, diabetes, smoking, nutritional deficiencies, poorer
socioeconomic status, anticancer drugs such as cisplatin and antibiotics from the
aminoglycoside category, and noise exposure are all associated with poorer hearing
outcomes during aging. In humans, Gates and colleagues specifically described
different rates of progression of ARHL in human participants that had different
noise exposure histories.14 These reports stimulated a systematic analysis in which
mice were exposed to noise inducing a temporary (reversible) change in hearing
at different ages than allowed to age for different durations, and differences in
age-related pathology and ARHL were detected as a function of that early noise
history despite the lack of noise-induced injury at the time of exposure.15 Data from
additional studies suggest that the spiral ganglion cell loss observed late in life in
those mice with early noise exposure was likely the result of an immediate and
lasting loss of the synaptic connections between the IHCs and the auditory nerve
receptors.16 Taken together, the data clearly indicate that a variety of pathological
changes occur in aging ears, and the type and extent of pathology is influenced by
the various “insults” that accrue over the life span.

There has been significant interest in the extent to which oxidative stress under-
lies ARHL and the extent to which antioxidant treatments might reduce or prevent
it. The notion of free radical formation across the life span contributing to age-related
pathology is well developed.17–20 Much of the early work establishing a potential role
of oxidative stress was completed in mouse models, taking advantage of the ability
to manipulate individual genes that mediate the neutralizing of free radicals. When
genes controlling the production of the antioxidant enzyme superoxide dismutase
(SOD1) were knocked out, there was an increase in ARHL and age-related cochlear
pathology reported.21–23 Similar effects have been observed in mice that have been
genetically manipulated so that they cannot synthesize vitamin C; there is an increase
in ARHL and age-related cochlear pathology.24 Other studies have taken the opposite
approach and induced an overexpression of antioxidant enzymes. With overexpres-
sion of catalase, less ARHL is observed.25 Perhaps somewhat surprisingly, however,
the overexpression of SOD1 had no benefit.26 There are significant ongoing efforts by
multiple groups to screen a larger number of antioxidant genes for potential changes
during aging in hope of identifying new therapeutic targets.27,28

In rodents, the potential contribution of free radical formation to hearing loss
has largely been driven by studies assessing the potential prevention of ARHL using
free radical scavengers (“antioxidants”). Early work in rats demonstrated reduced
ARHL in rats maintained with supplemented levels of vitamins C or E, melatonin,
or lazaroid, compared to rats maintained on a nutritionally complete ad libitum diet
with no supplements.29 Interestingly, a fifth experimental group, maintained on
30% calorie restriction, had the best outcomes of all groups, with less hearing loss
than the antioxidant-supplemented groups as well as the control group. The benefits
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of calorie restriction have been confirmed by Someya and colleagues in mice; they

provided the novel mechanistic insight that calorie restriction turns down apoptotic

gene expression.30 Additional data show mixed success across different single-agent

supplements with lipoic acid, N-acetylcysteine (NAC), and coenzyme Q10 (CoQ10) all

reducing hearing loss, with no benefits from other supplements at the doses tested

(including acetyl-L-carnitine, β-carotene, L-carnosine, curcumin, dl-tocopherol,

epigallocatechin gallate, gallic acid, lutein, lycopene, melatonin, proanthocyanidin

(grape-seed extract), quercetin dehydrate, and resveratrol).25 The studies by Someya

and colleagues used C57BL/6J mice as subjects; this is important in that this mouse

loses its hearing quickly and early, as a consequence of a progressive stereocilia

defect. Data from this strain are mixed, with no benefit of NAC-supplemented

drinking water in this strain, whereas robust protection against ARHL was achieved

using a combination of six antioxidant agents including L-cysteine–glutathione

mixed disulfide, ribose-cysteine, NW-nitro-L-arginine methyl ester, vitamin B12,

folate, and ascorbic acid.31,32

There are considerable and significant differences in age of onset and rate of pro-

gression of changes in hearing with age across mouse strains.33,34 The extent to which

the C57BL/6J mouse is an appropriate subject for studies modeling human ARHL and

the extent to which such protection will translate to humans is a topic of consider-

able debate.35 There have also been significant efforts to assess ARHL in CBA/J and

CBA/CaJ mice, which have slower progressive hearing loss beginning in the middle

of the life span. Using the CBA/J strain, Sha et al. reported no benefits of a diet includ-

ing supplemented levels of vitamins A, C, and E; L-carnitine; and α-lipoic acid.36 At

this point, it is not clear whether the discrepancies across studies are related to the

rodent model selected, the specific agent or agent combination selected, the age at

which dosing started, the amount of the supplemented agent in the modified diet, or

some combination of all of the above. A second key issue is the control group. Bene-

fits of a supplement may be more evident in nutritionally deficient populations.37–39

Ad libitum feeding may also result in an inherently “unhealthy” control group in

which supplement benefits may be more readily apparent, potentially leading to

challenges in the translation of benefits to populations that include healthy human

volunteers.40

The control group issue, and its potential impact on translation to humans, is not

trivial. Two different ongoing long-term studies on the effects of caloric restriction on

life span are being conducted in macaque monkeys, with one colony maintained by

the National Institute on Aging (NIA) and a second colony maintained by the Uni-

versity of Wisconsin (UW) primate center. The control monkeys in the UW study are

fed ad libitum diets, whereas the control monkeys in the NIA study are maintained

on a mildly restricted diet in an effort to avoid obesity in the largely sedentary labo-

ratory animals. In reports on the preliminary outcomes, improved survival outcomes

have been reported for subjects in the UW study, but not the NIA study. It has been

suggested that the mild caloric restriction for control animals in the NIA study might

make it more difficult to detect any additional accrued benefit with more significant

caloric restriction in the experimental subjects.41 This is clearly an important issue,

and additional work in rodent models may help to clarify these key questions and set

the stage for human translational research.
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Translation of effective interventions to humans in prospective studies will be
challenging, given the slow progression of ARHL and the requirement for participant
compliance with a long-term intervention. Longitudinal data from older adults gen-
erally suggest age-related changes in hearing on the order of 0.7–1 dB/year, although
the rate of change varies with frequency (more rapid change at higher frequencies),
age (more rapid change at older ages), and sex (more rapid change in men).42–49

A variety of retrospective human epidemiological data are available, and our teams
have reviewed much of this literature in recent publications.50–52 In brief, there are a
number of studies that have assessed the “contribution” of different single agents to
hearing health by comparing either nutrient intake (measured using food frequency
questionnaires) or nutrient status (measured levels in blood samples) and threshold
sensitivity. These studies are plagued by the issue of covariation across micronutri-
ents and macronutrients. A diet that is healthy with respect to one nutrient is often
healthy with respect to other nutrients as well, making it difficult to identify specific
causal relationships. Two approaches used to resolve these covariation issues are mul-
tiple regression techniques, which seek to weight the contributions of each nutrient
measured, and the use of overall dietary quality metrics such as the healthy eating
index (HEI). New data on other nutrients continue to emerge.53

To summarize the data to date, ARHL is a major problem worldwide, with signif-
icant economic and humanitarian (quality-of-life) costs. ARHL is difficult to distin-
guish from hearing loss driven by insults across the life span, such as a slowly accruing
effects of cardiovascular disease, diabetes, or nutritional deficiency. Genetic knockout
models suggest an important role for free radical formation and endogenous antiox-
idant defense, and data from intervention studies have provided mixed support for
potential therapeutic intervention. Much of the literature implicates either increased
free radical formation during aging or decreased antioxidant defenses during aging
in the development of ARHL and age-related cochlear pathology. (For recent review,
see Ref. 54.) For more detailed information on ARHL, the role of oxidative stress,
and the current status of therapeutic research, readers are referred to: Free Radicals in
ENT Pathology; the chapters by RD Frisina and DR Frisina, Juiz and colleagues, and
Yamasoba discuss these topics in detail. This is an important area for further research
and development.

Noise-induced hearing loss

For many people, hearing loss is caused by an injury induced by exposure to a single
loud sound (acoustic trauma). More commonly, noise induces hearing loss via the
repeat exposure of the individual to moderately loud sound on a repeat basis. There
is a significant debate over the precise level and the duration of exposure at which
hazard begins, resulting in different noise limits around the world. The relationship
between high-level sound and hearing loss is the foundation for the hearing con-
servation regulations in the United States (i.e., 29 CRF 1910.95) and elsewhere (for
summary of various international standards, see Ref. 55). The federal noise regula-
tions for occupational exposure, 29 CFR 1910.95, are enforced by the Occupational
Safety & Health Administration (OSHA). OSHA mandates use of hearing protection
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devices (HPDs) for any worker exposed to sounds that exceed the permissible expo-
sure limit (PEL) of 90 dBA for 8h or more per day. Sound levels are, of course, rarely
constant, and fluctuating levels throughout the work day are accounted for using the
“time-weighted-average” (TWA). TWA estimates the “equivalent” sound-level expo-
sure accrued over the work day if sound levels had been constant. Those calculations
use a 5-dB “exchange rate,” meaning that for every 5-dB increase in sound level
the allowed exposure time is cut in half. Thus, 8 h of 90-dBA exposure is considered
equivalent to 4h at 95 dBA or 2h at 100 dBA; each of these are considered a 100%
dose. In the case of changing levels over the course of the day, for example, 4 h of
90-dBA exposure plus 2h of 95-dBA exposure, exposure would also be defined as
a 100% dose as each of the two components generates 50% of the daily allowed
exposure. Per 29 CFR 1910.95, HPDs are required for anyone exceeding 100% daily
noise dose, and HPDs must be provided as an option for any worker exceeding a
50% dose.

Even within the context of occupational exposure, there is no uniform consensus
regarding noise risk. Some data suggest that, throughout a 40-year career, there is
some 10–15% excess risk of hearing loss for those exposed to 85-dBA sound levels
during their working career and some 21–29% excess risk of hearing loss for those
exposed to 90-dBA sound levels during their working career (see Ref. 56; especially
Table 9-1 on p. 187). Given the potential that some individuals will be at an increased
risk for developing hearing loss, even if they do not exceed the 100% dose as defined
by 29 CFR 1910.95, the National Institute on Occupational Health & Safety (NIOSH)
and others have advocated that the PEL be reduced to an 85-dBA TWA with daily
exposure calculated using a 3-dB “exchange rate.” In other words, for every 3-dB
increase in sound level, the allowed exposure time would be cut in half. Thus, a
100% dose is defined as: 8 h of 85-dBA exposure, 4 h of 88-dBA exposure, 2 h of
91-dBA exposure, and so on. The empirical evidence supporting specific exposure
limits and exchange rates is limited, and the “best” standard remains an issue of sig-
nificant debate.57 The point here is not to advocate one set of standards or another
but rather to acknowledge that, despite debate regarding the specific sound levels
expected to increase the risk of hearing loss over a 40-year working career, there is
generally unanimous agreement that there is a dose–response relationship in which
higher levels and longer durations of sound exposure are increasingly hazardous.

Hearing loss attributed to noise exposure typically is observed as a “notched” con-
figuration of the patient’s audiogram in combination with a positive history of noise
exposure. Not all individuals identified as having an audiometric notch report a his-
tory of noise exposure, and not all individuals reporting a history of noise have an
audiometric notch. Nonetheless, the “notched” audiogram in combination with the
noise history is the most used clinical metric for assessing potential NIHL. The notch
is most frequently observed at frequencies ranging from 3 to 6 kHz in humans. This
is in part related to the spectral distribution of energy within the acoustic stimulus,
and it is also related to the robust amplification of sound at these frequencies, which
can be as much as 20 dB based on ear canal resonance properties. Finally, it appears
that these higher frequency regions of the cochlea are more metabolically active, and
inherently more vulnerable to noise damage as well as other insults.

As NIHL was long assumed to result from direct mechanical destruction of the
sensory structures inside the cochlea, mechanical devices (ear plugs, ear muffs) that
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reduce sound coming into the ear were assumed to be the only strategies for reducing

NIHL. Impulse noise and other very loud sounds clearly do causemechanical damage;

however, oxidative stress is an important contributing insult in many cases.58,59 The

timeline for free radical formation in the inner ear is well characterized, beginning

with an immediate noise-induced free radical production, well-documented increases

in free radical production during the first 1–2h postexposure, and maximum accu-

mulations of free radicals and their by-products at 7–10 days postnoise.60,61

As discussed earlier for ARHL, much of the early work establishing a potential role

of oxidative stress in NIHL was completed in mouse models. When genes controlling

the production of either SOD1 or glutathione peroxidase (GPx) were knocked out,

there was an increase in NIHL.62,63 In contrast, treatment with agents that increase

SOD1 or glutathione levels resulted in less NIHL when guinea pigs were treated prior

to noise exposure.64,65 These data directly stimulated research studies in laborato-

ries around the world, all assessing potential therapeutic agents that might reduce or

prevent NIHL through the reduction of noise-induced oxidative stress and the corre-

sponding apoptotic cascade of events, resulting in cell death in the cochlea, with the

OHCs and the stria vascularis appearing to be the two structures in which the greatest

oxidative stress was produced and where the greatest cell loss occurred.

A wide variety of agents have had at least some benefit in a number of rodent

models, which is encouraging for the likely ultimate success of this category of agents

being translated into human use. However, the wide variety of agents, models, and

conditions of noise exposure and assessments make it challenging to integrate the

results into a unified theory. Agents have been tested in different species, with guinea

pigs, chinchillas, mice, and rats being the most common. Agents have been tested in

different noise models, with some insults inducing 20-dB permanent NIHL in control

animals, and some insults inducing 50–60 dB permanent NIHL. Dosing has started

at different prenoise times and continued for variable durations. Dosing has also

varied, with some agents delivered orally, some injected, and some placed directly

into the inner ear using surgical delivery procedures. In most cases, there is little

dose–response data; studies have focused on a single dose that “worked” in some ini-

tial investigation. Overall, these methodological differences make it difficult, if not

impossible, to make predictions about the “best” agent, the “most effective” agent,

or the “most likely to succeed” agents. (For review see Ref. 4.) Nonetheless, we reit-

erate the significant enthusiasm that comes from the pattern of consistently positive

outcomes across most studies, and we stress the need for the clinical trials that are

urgently needed in order to establish efficacy in humans. A small number of tri-

als have been completed or are in progress now. (For recent review, see Ref. 66.66)

However, as of the time of the writing of this chapter, there are no drugs that have

been approved by the US Food and Drug Administration (FDA) for the prevention of

hearing loss.

With respect to both animal studies and clinical trials, there are considerable and

significant differences in the total amount of change and the rate of progression for

changes in hearing as a function of the specific noise insult used in the study. Some

noise insults induce a temporary threshold shift (TTS), whereas others induce a per-

manent threshold shift (PTS). Recent data revealed that a robust TTS, that is, a large

change in hearing lasting at least 24h but completely recovering within 2 weeks



�

� �

�

122 Chapter 8

of the exposure, results in an immediate and permanent loss of synaptic connec-
tions between the IHCs and the auditory nerve fibers.15,16,67,68 Oxidative stress is
almost surely implicated, as it plays a role in both NIHL and ARHL. Assessing this
phenomenon in human ears will be complicated, however, for two reasons. First,
primary loss of the auditory afferent nerve fibers occurs as a function of age in ani-
mals that have never been exposed to investigational noise; thus, we cannot attribute
all primary afferent loss to previous noise alone.69–71 Second, a TTS is by definition
an insult that resolves. The delayed hearing loss that is observed later in life can be
reliably attributed to that single TTS experience in an animal that has had no other
environmental insult. However, human subjects rarely have a single noise insult.
They attend multiple concerts and go to bars, clubs, movies, or sporting events, on a
fairly regular basis, with the specific insult varying across individuals. They may be
exposed to noise at work, be a recreational shooter that hunts or shoots target at a
firing range, or have military service that was accompanied by noise. They may be
exposed to chemicals or drugs that are toxic to the ear. They may have health his-
tories that predispose them to hearing loss or genetic backgrounds that render them
more vulnerable. There are indeed very significant individual variability issues. Sus-
ceptibility to noise damage varies across strains of mice and across rodent species.72–74

Human vulnerability surely differs from mice, as guinea pigs appear to be less vul-
nerable than mice and rats, and humans have been suggested to be less vulnerable
than guinea pigs.74,75 Even within species, the variability in individual vulnerability
to NIHL is well known in both animal models and human participants.59,76–83

It is reasonable to assume that both robust TTS and aging, or aging alone,
would have neural consequences in humans similar to those observed in ani-
mals. However, early data directly assessing changes in the auditory brainstem
response (ABR – auditory brainstem evocated potentials) Wave I amplitude with
TTS in humans failed to reveal consistent Wave I changes with TTS.84 A recent
cross-sectional study assessed this topic using subject recall of noise exposure during
the previous year, with sound exposures estimated based on commonly reported
measurements, and provided some evidence consistent with a relationship between
noise history and ABR amplitude in humans.85 Specifically, there was a statistically
significant association between noise history and ABR Wave I amplitudes collected
with a mastoid electrode for 70–90 dB nHL click stimuli and 4 kHz pure-tones. The
relationship at lower sound pressure levels was not statistically significant, which
was not surprising. However, the relationship disappeared when the recording
electrode was placed against the tympanic membrane – a recording condition that
improves signal-to-noise ratio. Finally, there was no relationship between noise
history and ABR Wave V amplitude for either the mastoid or tympanic membrane
recording electrode configuration, a result that the authors suggested might imply
central compensation for reduced peripheral input. In contrast to this recent report,
other physiological data from humans have not shown corresponding deficits. There
were no deficits in ABR amplitude in either veterans with known noise exposure86

or professional pop/rock musicians87 compared to their respective control subjects.
Moreover, the Institute of Medicine report on Noise and Military Service specifically
concluded, “The committee’s understanding of the mechanisms and processes
involved in the recovery from noise exposure suggests, however, that a prolonged
delay in the onset of noise-induced hearing loss is unlikely.”88
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Evidence supporting a role of oxidative stress in human NIHL largely comes from
three data sets. First, there have been a variety of genetic studies that implicate genes
related to oxidative stress in human NIHL.89,90 Second, there have been a small num-
ber of intervention studies in which TTS was reduced in humans using an agent that
has antioxidant actions (although this may not be its only mechanism of action).91–93

Promising outcomes were also reported for a subset of presumably more vulnera-
ble subjects treated with a combination therapy, although the lack of a reliable TTS
precluded any conclusions about statistically reliable group benefits.94 In a differ-
ent study with a more significant noise insult, a reduction in the rate of PTS after
weapon-generated impulse noise was reported.95 Finally, epidemiological data sug-
gest better hearing at higher frequencies in noise-exposed populations as a function
of better dietary quality, with fruit and vegetable intake being the primary mediators
of NIHL.96 For more detailed information on NIHL, the role of oxidative stress, and
the current status of therapeutic research, readers are referred to: Free Radicals in ENT
Pathology; the chapters by Altschuler and Dolan, Yamashita, and Le Prell and Lobari-
nas discuss these topics in detail. More work in this area is urgently needed to better
understand the phenomena of NIHL in humans, and also to identify more completely
the role of oxidative stress in NIHL in humans.

Drug-induced hearing loss

Hearing loss is often caused by the use of drugs that are harmful to the auditory
system; some of the most ototoxic drugs that are required to be used for lifesaving
purposes are the aminoglycoside antibiotics and the chemotherapeutic cisplatin (for
review, see Ref. 97). Some drugs are cochleotoxic, meaning they damage sensory cells
in the cochlea and induce hearing loss; other drugs are vestibulotoxic, meaning they
damage cells in the semicircular canals and induce balance deficits. Most aminogly-
coside antibiotics are both cochleotoxic and vestibulotoxic. Drugs such as neomycin,
tobramycin, kanamycin, streptomycin, amikacin, and gentamicin can affect hear-
ing, balance, or both.98–100 Multiple factors influence observed prevalence of hearing
loss after aminoglycoside antibiotics. Specifically, hearing loss can develop slowly,
sometimes arising weeks after aminoglycoside treatment ends; thus, testing during
or immediately after the aminoglycoside treatments end could miss late-developing
hearing loss in some patients. Risks may increase as a function of previous aminogly-
coside treatment based on cumulative drug dose. The nutritional health of the patient
may also influence vulnerability, with reduced protein intake increasing aminoglyco-
side ototoxicity in animal subjects, as a function of reduced endogenous glutathione
(GSH) levels.101 Finally, the tests selected for use in monitoring patient auditory func-
tionwill influence prevalence, as some tests aremore sensitive to the earliest changes.
Because the basal cochlea is affected first, hearing loss prevalence increases when
extended high frequency (EHF) threshold changes are considered. The use of otoa-
coustic emission tests also increases prevalence, as these tests reveal subtle changes
in OHC function.102,103

Despite the potential adverse side effects of ototoxicity and nephrotoxicity, amino-
glycosides remain a drug of choice for use against Gram-negative bacteria and are
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widely used to treat multidrug-resistant tuberculosis (MDR-TB). Tuberculosis (TB) is
an airborne infectious disease caused by the bacteria Mycobacterium tuberculosis, and it
is the leading infectious cause of morbidity and mortality in adults worldwide, killing
about 2 million people every year. Approximately 1.6 billion people are infected
worldwide; of these, about 15 million have active disease at any given time. Case
rates vary widely by country, age, race, sex, and socioeconomic status. According to
the US Center for Disease Control (CDC), the number of TB cases is slowly decreas-
ing in the United States; however, there were still almost 13,000 cases reported in
the United States in 2008.104 All 50 states and the District of Columbia continue to
report TB cases, and four states (California, Florida, New York, and Texas) reported
more than 500 cases each for 2008 (approximately half of all TB cases in 2008). HIV
infection is the single greatest medical risk factor for TB as HIV impairs cell-mediated
defense against TB. The problem of MDR-TB is growing throughout the world as a
consequence of poorly defined treatment regimens (there is no single “gold standard”
for care), poor treatment supervision and inadequate resources for prolonged treat-
ment, and HIV coinfection. Tuberculosis is the leading AIDS-related killer, responsible
for perhaps half of all AIDS-related deaths. In some parts of Africa, 75% of people
with HIV have TB.105

The first-line drugs for TB treatment include isoniazid, rifampin, pyrazinamide,
and ethambutol. These drugs have good penetration and generally minimal side
effects, but drug resistance is increasing. The recommended length of therapy for
most types of TB is 6–9months, and many patients, particularly those in devel-
oping countries, do not complete the full course of treatment. When symptoms
re-emerge, the disease is often resistant to the first-line treatments. MDR-TB requires
“second-line” antibiotic treatments, commonly including aminoglycoside antibiotics
(such as streptomycin, kanamycin, and amikacin), and the polypeptide antibiotic
capreomycin. Each of these antibiotics carries a risk of adverse side effects, and
hearing loss is a common adverse side effect of each of these drug treatments.
The availability of drugs or other agents that preserve hearing sensitivity during
treatment for MDR-TB using aminoglycoside antibiotics would be a major advance
in clinical care. The challenges of drug-induced hearing loss for TB-positive patients
are acute, particularly for those patients exposed to loud sound as part of their
occupation.

Treatment with d-methionine or α-tocopherol reduces hearing loss in guinea pigs
treated with the aminoglycoside antibiotics gentamicin and amikacin.106–108 Confirm-
ing the potential for translation to human patients, aspirin, which also has potent
antioxidant properties, reduced gentamicin-induced hearing loss in human patients
in China.109 The major dose-limiting factor for chronic use of aspirin to protect the
human inner ear is gastric side effects. The ideal antioxidant strategy will be inex-
pensive, safe, and readily available, and will have minimal side effects. We have
shown compelling reductions in gentamicin-induced hearing loss in guinea pigs using
a combination of β-carotene, vitamins C and E, and magnesium.110 For more detailed
information on aminoglycoside-induced hearing loss, the role of oxidative stress,
and the current status of therapeutic research, readers are referred to: Free Radicals
in ENT Pathology; the chapter by Rybak and Brenner discusses this topic in detail.9

Cisplatin-induced hearing loss is reviewed in the chapters by Laurell and Pierre, and
Campbell and Anderson.
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Summary and conclusions

The role of oxidative stress in acquired hearing loss is not limited to aging, noise, and
ototoxic drugs; these insults were highlighted in this chapter because they induce
hearing loss in a significant number of individuals. Acquired hearing loss is a com-
pelling public health issue, and these are among the primary causes. However, there
is clearly a role for oxidative stress in sudden idiopathic sensorineural hearing loss,
and the loss of residual hearing that can occur after the surgical insertion of a cochlear
implant (a device that restores some auditory function using direct electrical stimula-
tion of the auditory nerve). Oxidative stress has been widely implicated in ear, nose,
and throat pathologies. The development of novel therapeutic agents to reduce hear-
ing loss would increase the potential protection of workers exposed to occupational
noise as well as noise-exposed military populations. Adolescents and young adults
may benefit as well with the popularity of clubs, concerts, sporting events, and per-
sonal music players. The development of novel therapeutic agents to reduce hearing
loss would perhaps protect the hearing of patients that require lifesaving treatment
with cisplatin, to kill cancer cells and preserve life, a benefit that all too often comes
at great cost to their hearing. It would be a great advance indeed if patients did not
need to choose between their hearing and their life.

A better understanding of oxidative stress during and after noise, and activation
of other mechanisms of cellular and molecular events that lead to cell death sub-
sequent to noise insult, has advanced the potential to identify and develop novel
therapeutic agents. Identification of oxidative stress and improved knowledge as to
how cells die has been particularly significant for the development of novel therapeu-
tic agents to reduce NIHL. Widespread clinical acceptance of any novel therapeutic
will be driven by demonstration that the agent reduces noise-induced PTS in random-
ized, placebo-controlled, prospective human clinical trials. Identification and access to
populations that develop PTS despite the use of traditional HPDs (which are ethically
required in such studies) is challenging. Moreover, such studies are necessarily slow,
requiring years of data collection from each individual subject, given that NIHL is
generally slow to develop. Given these and other obstacles, many groups are turning
to TTS models for initial human proof-of-concept testing.

The last decade has seen a significant increase in our understanding of the mech-
anisms of stress-induced hearing impairment, and with that windows of opportunity
have opened to define interventions that may reduce this disability and improve
the quality-of-life form many millions worldwide. It is an exciting and optimistic
time.

Multiple choice questions

1 Most, if not all, noise-induced hearing loss occurs when a shearing force directly causes a

mechanical destruction of hair cells and their supporting structures.

a. True

b. False

2 Studies in mice show all except:

a. Inhibition of vitamin C increases age-related hearing loss (ARHL)
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b. Knockout of SOD1 increases ARHL

c. Overexpression of catalase decreases ARHL

d. Overexpression of SOD1 decreases ARHL dramatically

3 Thirty percent calorie restriction in rats decreases ARHL.

a. True

b. False
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List of abbreviations
ADMA Asymmetric dimethylarginine
BMI Body mass index
BW Body weight
CNS Central nervous system
CO Carbon monoxide
Cr Creatinine
CSF Cerebrospinal fluid
ELISA Enzyme-linked immunosorbent assay
GA Gestational age
GST Glutathione S-transferase
HNE 4-Hydroxy-2-nonenal
IAE Influenza-associated acute encephalopathy
L-FABP L-type fatty acid binding protein
L-NAME NG-nitro-L-arginine methyl ester
NO Nitric oxide
NOS Nitric oxide synthase
8-OHdG 8-Hydroxy-2′-deoxyguanosine
OSI Oxidative stress index
ROS Reactive oxygen species
SOD Superoxide dismutase
TAC Total antioxidative capacity
TH Total hydroperoxides
TRX Thioredoxin

THEMATIC SUMMARY BOX

At the end of this chapter, students should be able to:

• Describe the main features of acute and chronic diseases in prenatal, neonatal, and
pediatric populations

Oxidative Stress and Antioxidant Protection: The Science of Free Radical Biology and Disease, First Edition.
Edited by Donald Armstrong and Robert D. Stratton.
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• Outline the pathogenesis of these disorders

• Analyze the contribution of oxidative stress and antioxidant defense systems

• Review biomarkers that are available to measure oxidative stress and antioxidant treat-
ment outcomes.

• Summarize redox modulation strategies for acute influenza encephalopathy

Introduction – reactive oxygen species, antioxidative
systems, and oxidative stress

Reactive oxygen species (ROS), such as superoxide anion (O−
2 ), hydroxyl radical

(OH), hydrogen peroxides (H2O2), and nitric oxide (NO), serve in cell signaling

as messenger molecules of the autocrine and paracrine systems and serve in host

defense.1 However, the generation of ROS can also engender damage to multiple

cellular organelles and processes, which can ultimately disrupt normal physiology.

Excess NO can injure tissues and does so mainly by its rapid reaction with O−
2 ,

thereby producing peroxynitrite anion (ONOO−).2

As countermeasures, cells, tissues, and organs possess various antioxidant systems

for the elimination of ROS. Under physiological conditions, a well-managed balance

prevails between the formation and elimination of ROS by these systems. “Oxidative

stress” can occur when ROS production is accelerated or when the mechanisms for

maintaining the normal reductive environment are impaired. Oxidative damage to

the cellular components can be deleterious and concomitant in the body.2,3

The following sections present discussion of the rapidly accruing data linking

oxidative events as critical participants in prenatal, neonatal, and pediatric medicine.

The initial three sections present the fundamental scope. The subsequent seven

sections present specific examination of this topic in prenatal, neonatal, and pediatric

fields while incorporating a discussion of our recent findings. The last section

outlines the therapeutic value of available antioxidative drugs in the treatment of

acute encephalopathy of severe type.

Biomarkers for oxidative stress

Oxidativemolecular damage is unavoidable: every biological molecule is placed at risk

by persistent oxidative stress. Lipids, proteins, nucleic acids, and carbohydrates are

modified in a manner that is characteristic of oxidizing species. Direct measurement

of ROS in vivo is difficult because the half-lives of ROS are usually short. “Oxidative

stress biomarkers” are often measured using stable adducts that are produced as a

result of the oxidative processes that occur in vivo.3

Measurement of these specific biomarkers in body fluids enables repeated mon-

itoring of the oxidative stress status in vivo, which is otherwise not possible with
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invasive tests. Analysis of oxidative stress in various pathological processes is now per-

formed predominantly using enzyme-linked immunosorbent assay (ELISA) because

improved antibody production technologies enable the production of specific anti-

bodies against antigenic proteins or peptides that receive chemical alteration reactions

by oxidative damage. This technique has proved to be particularly suitable for clinical

medicine.4

Oxidative stress biomarkers are separable into two categories: (i) formation of

modified molecules by ROS and (ii) consumption or induction of enzymes or antiox-

idants. The first category (i) includes molecules generated in a reaction with ROS

(including ONOO-). Molecules are subjected to scission, cross-linking, or covalent

modification in these reactions. These molecules are increased when ROS are gener-

ated. Some are removed rapidly or are repaired rapidly, but others remain for a long

time in intracellular or extracellular compartments.

Major targets of ROS in the cell molecular components are membrane lipids,

proteins, nucleic acids, and carbohydrates. Clinically applicable biomarkers include

4-hydroxy-2-nonenal (HNE), malondialdehyde, acrolein, F2-isoprostane (markers of

lipid oxidation), 8-hydroxy-2′-deoxyguanosine (8-OHdG), 8-nitroguanine (markers

of oxidative DNA damage), carboxymethyl lysine, pentosidine (markers of glycoxi-

dation), 2-pyrrolidone, 3-nitrotyrosine (markers of protein oxidation), nitrite/nitrate

(a marker of nitro-oxidation), and bilirubin oxidative metabolites (markers of heme

oxygenase activity).

The second category (ii) includes antioxidative enzymes and molecules associated

with ROSmetabolism. Inmost cases, thesemolecules are destroyed ormodified. They

exhibit decreased activity or quantity after ROS exposure. Conversely, they often

show an overshooting response for a matter of hours, days, or weeks.

Very recently, compact machines by which serum/plasma total hydroperoxides

(TH) and “total antioxidative capacity (TAC)” or urinary 8-OHdG can be measured

are available.5 These machines quickly provide highly reproducible results.

Furthermore, assessment of oxidative stress markers in exhaled breath has proven

useful for managing airway inflammatory diseases (Figure 9.1).6,7 These “lung

biomarkers” might be helpful in making diagnoses, defining specific phenotypes of

diseases, monitoring exacerbations, and evaluating drug effects in airway diseases.

Nitric oxide system blockade, endothelial dysfunction,
and oxidative stress

The NO radical is synthesized from L-arginine and molecular oxygen in every cell

type by nitric oxide synthases (NOSs), which have three isoforms. They are neuronal

NOS (NOS1), inducible NOS (NOS2), and endothelial NOS (NOS3). Actually, NOS1

and NOS3, which are present constitutively in cells of various types, are activated by

transient increases in intracellular calcium. The third isoform, NOS2, is induced in

response to inflammatory and immunological stimuli in myriad cells such as vascular

endothelial cells, smooth muscle cells, and activated immune cells. The output of NO

from NOS2 is about 1000 times that of other constitutive isoforms.3
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NO gas

CO gas

Nitrite/nitrate

Hydrogen peroxide

4-Hydroxy-2-nonenal

Malondialdehyde

F2-isoprostane

ADMA

Glutathione

Other inflammatory
indicators

Ethane gas

Pentane gas

Exhaled breath condensate

Figure 9.1 Oxidative stress biomarkers in exhaled breath (“lung biomarkers”). Abbreviations:

ADMA, asymmetric dimethylarginine; CO, carbon monoxide; NO, nitric oxide.

The vascular endothelium, rather than being a mere barrier between intravas-
cular and interstitial compartments, is a widely distributed organ that is responsible
for the regulation of hemodynamics; angiogenic vascular remodeling; and metabolic,
synthetic, anti-inflammatory, and antithrombogenic processes. Understanding of the
interrelationship of NO deficiency, endothelial dysfunction, and oxidative stress will
enable the delineation of a rational therapeutic strategy in conditions that are linked
to oxidative damage.

Our experimentally obtained results related to this topic, which are presented
below, are illustrative. We examined the effects of endogenous NO blockade on
oxidative stress status and renal function in young rats.8,9 Two NOS inhibitors were
used: NG-nitro-L-arginine methyl ester (L-NAME) as a nonselective inhibitor and
aminoguanidine as a selective inhibitor of NOS2 (Figure 9.2). Oral administration
of L-NAME, but not aminoguanidine, for 4weeks induced systemic hypertension,
significant reduction in urinary nitrite/nitrate, and a significant increase in urinary
8-OHdG compared with nontreated animals. Combining all the data revealed a
significant negative correlation between urinary nitrite/nitrate and 8-OHdG. The
L-NAME-treated rats also developed proteinuria and tubular enzymuria. The effects
of L-NAME on blood pressure and urinary parameters were restored by a large dose
of L-arginine. These observations highlight the importance of continuous generation
of NO by constitutive NOS (especially NOS3) in the control of vascular tone, renal
function, and antioxidative capacity in young animals.

Furthermore, rats receiving chronic, nonselective NOS inhibitor treatment are
reported to exhibit various parenchymal lesions.10 Genetic disruption of all three
NOS isoforms exhibited markedly reduced survival in mice, possibly caused by spon-
taneous myocardial infarction associated with multiple cardiovascular risk factors of
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Figure 9.2 Effects of chronic nitric oxide blockade on oxidative stress status in young rats.8,9

Abbreviations: Cr, creatinine; L-NAME, NG-nitro-L-arginine methyl ester; 8-OHdG,

8-hydroxy-2′-deoxyguanosine. Presented data are mean values of the markers. Oral

administration of L-NAME (20, 50, and 80mg/dl of drinking water), but not aminoguanidine

(400mg/dl), for 4weeks of induced systemic hypertension and a significant reduction in

urinary excretion of nitrite/nitrate. Rats treated with L-NAME also showed a significant

increase in urinary 8-OHdG excretion compared with the control animals. The above effects

were dependent on the dosage of L-NAME. The effects of L-NAME (50mg/dl) on blood

pressure and urinary nitrite/nitrate and 8-OHdG were restored by a large dose of L-arginine

(2.0 g/dl), a precursor for nitric oxide synthesis.

metabolic origin.11 Enhanced oxidative stress is likely to participate in the develop-
ment of such organ damage in animals with chronic NO deficiency and endothelial
dysfunction.

Pregnancy as a state of oxidative stress

Pregnancy per se is a state of oxidative stress arising from increased placental metabolic
activity and increased production of ROS, in addition to reduced total antioxidant
capacity (Figure 9.3).12 Concentrations of oxidative stress biomarkers such as blood
lipid peroxides, oxidized LDL, and 8-isoprostane and urinary 8-OHdG became higher
toward the third trimester of pregnancy than in nonpregnant women.13–15 Regarding
antioxidants, erythrocyte activities of superoxide dismutase (SOD) and glutathione
peroxidase increased toward the third trimester of pregnancy.15 In contrast, the TAC
values determined by the ferric reducing ability of plasma test were lower in preg-
nant women than in nonpregnantwomen.15 The serumTAC values determined using
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Pregnancy First trimester
(~13 weeks)

Second trimester
(14 ~ 26 weeks) 
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Oxidative load increases
toward the third
trimester of pregnancy 

Third trimester
(27 ~ 40 weeks) 

Figure 9.3 Oxidative stress status in the fetoplacental unit. Increased generation of reactive

oxygen species during growth of the fetoplacental unit is a prominent feature of pregnancy.

Further enhancement of oxidative stress is likely to promote several pregnancy-related

disorders including preeclampsia, fetal growth restriction, preterm labor, and low birthweight.

2,2′-azino-di-(3-ethylbenzothiazoline sulfonate) decreased gradually as pregnancy
advanced.14 Collectively, these results indicate that the total antioxidant capacity in
plasma or serum is not enhanced in spite of the presence of excessive ROS during
later pregnancy.

Very recently, we measured the oxidative stress status in 60 healthy pregnant
women at the early third trimester.16 The age of the subjects was 31± 5 years
(range: 21–39 years), and venous blood was sampled at the gestational age (GA) of
28± 1weeks (27–29weeks). THs and TAC were measured using the Free Radical
Analytical System (Diacron International, Grosseto, Italy).5 In healthy Japanese
adults, serum TH values are 275±48U.CARR for those aged 20–29 years (n= 80)
and 283± 50U.CARR (n= 118) for those aged 30–39 years, where one U.CARR
(unit of TH value) is equivalent to 0.08mg/dl of H2O2.

17 The ratio of TH to TAC was
calculated and designated as “oxidative stress index (OSI).” The rough estimation of
OSI is around 0.1 in healthy Japanese adults.

Thioredoxin (TRX) is a ubiquitously expressed, multifunctional protein (12 kDa)
that has a redox-active dithiol-disulfide within the conserved -Cys-Gly-Pro-Cys-
sequence.18,19 This defensive protein plays a crucial role in ROS detoxification and
transcription factor regulation, each of which is crucially important for normal
cellular function. Reportedly, TRX-1 plays a role in reproduction as a component of
the “early pregnancy factor.”20 Target disruption of the mouse TRX-1 gene results in
early embryonic lethality.21 In the 60 pregnant women, serum TRX-1 concentrations
were also measured using a sensitive sandwich ELISA system (Redox Bioscience
Inc., Kyoto, Japan). In healthy Japanese adults aged 32± 7 years (n=13), serum
TRX-1 concentrations are 20±17ng/ml (5–53ng/ml).

In the pregnantwomen, the serumTHwas 471±105U.CARR (193-708U.CARR),
TAC was 2142±273 μmol/l (1430–2601 μmol/l), OSI was 0.23±0.08 (0.09–0.45),
and TRX-1 was 90±42ng/ml (11–205ng/ml). A significant negative correlation was
found between TH and TAC in the subjects (r=−0.46, p= 0.0002). For correlations
between oxidative stress biomarkers (TH, TAC, OSI, TRX-1) and clinical data (body
weight, BW; height; body mass index, BMI), statistical significance was found only
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Figure 9.4 Correlations between oxidative stress biomarkers (total antioxidative capacity

(TAC), thioredoxin-1) and clinical data (maternal body weight, body mass index).16

for TAC versus BW (r= 0.33, p=0.010), TAC versus BMI (r= 0.36, p=0.005),
TRX-1 versus BW (r=−0.27, p=0.036), TRX-1 versus BMI (r=−0.26, p=0.041)
(Figure 9.4).

Results showed that, compared with healthy adult values, the TH values were
higher, but the TAC values were lower in the pregnant women; moreover, the TRX-1
concentrations were several times higher than those of healthy adults. The TAC val-
ues were found to have significant negative correlation with the TH values in the
subjects, thereby implying that antioxidant buffering capacity is attenuated as the
oxidative load increases. The high concentrations of TRX-1 are likely to be linked
to physiologically high oxidative stress status and reduced antioxidant capacity in
pregnant women.

Among the correlations analyzed statistically, TAC and TRX-1, respectively,
showed significant positive and negative correlations with each of BW and BMI in
these pregnant women. Although the causal relation remains unclear, these results
suggest that TAC in serum and systemic release of TRX-1 are related closely to the
maternal body size.

Prenatal disorders

In the study described earlier, all 60 women gave birth to healthy infants. When cor-
relations between oxidative stress biomarkers and neonatal birth weight were tested,
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Figure 9.5 Correlations between oxidative stress biomarkers (total hydroperoxides (TH), total

antioxidative capacity (TAC), oxidative stress index (OSI), thioredoxin-1) and neonatal

birthweight.16

statistical significance was found for TH versus BW (r=−0.26, p=0.046), TAC ver-
sus BW (r=0.31, p=0.018), and OSI versus BW (r=−0.33, p=0.010) (Figure 9.5).16

Results showed that TAC correlated significantly and positively and TH correlated
significantly and negatively with neonatal birth weight. Although the study design is
limited by its cross-sectional nature, the results suggest that neonatal birthweight is
affected by the maternal oxidative condition during later pregnancy.

Increased generation of ROS during growth of the fetoplacental unit is a promi-
nent feature of pregnancy.12 Further enhancement of oxidative stress is likely to
promote several pregnancy-related disorders including preeclampsia, diabetes melli-
tus, fetal growth restriction, preterm labor, low birthweight (as suggested earlier), and
other pregnancy-related disorders.22–24 Previous histological examinations revealed
that the concentrations of HNE, TRX, glutaredoxin, and protein disulfide isomerase
were higher in the placenta in preeclampsia than in uncomplicated pregnancy and
that levels of 8-OHdG and TRX were higher in the placenta in cases of preeclamp-
sia or fetal growth restriction than in uncomplicated pregnancy during the third
trimester.25,26 These results indicate that TRX might be induced adaptively against
oxidative stress in the placenta in preeclampsia or fetal growth restriction.

Pentosidine is accepted as a satisfactory marker for glycoxidation in vivo.3 Previ-
ously, we measured pentosidine concentrations in umbilical cord blood from new-
borns using the high-performance liquid chromatography method.27 Results showed
that the umbilical pentosidine concentrations were considerably lower than normal
adult values, but that they were significantly elevated in newborns of mothers with
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preeclampsia compared with those of mothers without preeclampsia. Our findings
suggest that accumulation of pentosidine and oxidative stress occur in fetal tissues and
organs in utero, and that oxidative stress is augmented in utero during preeclampsia.

According to these findings, strategies to reinforce the total antioxidant capacity
are expected to be beneficial for sick pregnant women as an adjuvant therapy, but
this inference requires additional fundamental investigations.

Oxidative stress in fetal-to-neonatal transition

As air-breathing organisms, we inhale an atmosphere containing 20–21% oxygen.
In contrast, fetal development occurs in a much more hypoxic environment. Conse-
quently, at birth, neonates are exposed suddenly to remarkably higher concentrations
of inspired oxygen. The energy metabolism efficiency increases rapidly after birth
because all aerobic organisms require oxygen for energy production and for themain-
tenance of cellular functions. Neonates must also withstand the associated generation
of ROS, which can oxidize critical macromolecules. The input of ROS depends not
only on the ambient oxygen being inspired but also on its conversion to ROS (e.g., by
activated polymorphonuclear cells in inflammatory conditions, during resuscitation
after hypoxia by damaged mitochondria or activated xanthine oxidase enzyme).28

A protective mechanism occurs during the third trimester of fetal life in the form
of increased antioxidative enzyme levels. This mechanism adequately prepares the
neonate to withstand higher levels of oxygen and ROS generated concurrently after
birth. However, sick pretermneonates frequently suffer from oxidative injury because
of their insufficient ability to protect themselves against oxidative insult.

Oxidative stress appears to play important roles in the respective pathogeneses
of various diseases in neonates, such as neonatal asphyxia, respiratory distress syn-
drome, bronchopulmonary dysplasia, intraventricular hemorrhage, necrotizing ente-
rocolitis, and retinopathy of prematurity – so-called oxygen radical diseases of the
newborn.28

Evaluation of oxidative stress status in neonates using
specific biomarkers

Previously, wemeasured urinary levels of acrolein-lysine, 8-OHdG, and nitrite/nitrate
in 1-month-old neonates to examine the status of oxidative stress and its relation to
the degree of prematurity and clinical condition.29 They received mixed feeding with
30–70% of their intake as breast feeding. Study subjects consisted of three groups:
healthy term neonates (n= 10), stable preterm neonates requiring no supplemental
oxygen (n= 21), and sick preterm neonates requiring supplemental oxygen and
ventilator support (n= 16).

Urinary levels of acrolein-lysine and 8-OHdG were significantly higher in sick
preterm neonates than those of stable preterm and healthy term neonates. In the sick
preterm group, neonates developing active retinopathy showed significantly higher
levels of acrolein-lysine than other neonates without retinopathy (Figure 9.6). No
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Figure 9.6 Urinary levels of acrolein-lysine, 8-hydroxy-2′-deoxyguanosine, and nitrite/nitrate

in 1-month-old term and preterm neonates.29 Abbreviations: Cr, creatinine; 8-OHdG,

8-hydroxy-2′-deoxyguanosine. Presented data are mean values of the markers. (a) Group 1:

healthy term neonates (n= 10); Group 2a: stable preterm neonates (n=21); Group 2b: sick

preterm neonates (n=16). *p<0.05 versus Group 1, Group 2a. (b) In Group 2b, neonates

developing active retinopathy exhibited significantly higher levels of acrolein-lysine than the

other neonates without retinopathy did. *p<0.05 versus sick preterm neonates without

retinopathy.

significant differences were found between urinary markers in stable preterm and
healthy term neonates. Urinary nitrite/nitrate levels were not significantly differ-
ent among the three groups, suggesting no difference in endogenous NO formation.
These results provide evidence of augmentation of oxidative damage to DNA, lipids,
and proteins, especially in clinically sick preterm neonates.
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Other investigations revealed elevated levels of oxidative stress biomarkers

(e.g., tracheal aspirate protein carbonyls, plasma allantoin, urinary orthotyrosine,

plasma heptanal, 2-nonenal, and HNE), and decreased levels of antioxidants

(plasma sulfhydryls, red blood cell glutathione, and tracheal aspirate glutathione)

in oxygen-treated preterm infants. It appears likely that exposure to high concen-

trations of inspired oxygen can contribute to excessive ROS production in neonates

relying on intensive clinical care.

Reactive oxidative metabolites increase endothelial permeability and activate

leukocytes, endothelial cells, and other cells with secretion of cytokines and growth

factors.3 Those factors consequently accelerate inflammation and enhance oxidative

stress. Particularly, our findings suggest an important role for enhanced oxidative

stress in the pathogenesis of respiratory distress, bronchopulmonary dysplasia, and

active retinopathy in sick preterm infants.

In another part of the study, we measured the urinary excretion of L-type fatty

acid binding protein (L-FABP) and glutathione S-transferase (GST)-pi in neonates to

examine the oxidative stress status in the kidney and its relation to the degree of pre-

maturity and clinical condition.30,31 Sick preterm neonates were found to excrete sig-

nificantly more L-FABP than healthy term neonates during the late neonatal period.

Urinary L-FABP levels showed significant positive correlation with those of 8-OHdG.

Sick preterm neonates treated with supplemental oxygen and mechanical ventilation

also showed significantly higher levels of GST-pi and of 8-OHdG than clinically stable

neonates at 1month of age.

Considering this accumulated evidence, it appears likely that preterm neonates

have two major antioxidant enzymes in the kidney (i.e., L-FABP and GST-pi in

the proximal and distal tubules, respectively) through which potentially oxidative

endogenous and exogenous substances should be detoxified. Further studies must

be undertaken to explore the activity and expression regulation of these enzymes in

the neonatal kidney.

Breast milk – a rich source of antioxidants

Breast milk is recognized as an ideal and natural food for the first 6 months of age. It

is a complex biological fluid that provides infants with both nutritional and nonnu-

tritional factors.32 Breast milk contains various enzymatic and nonenzymatic antiox-

idant constituents such as SOD, catalase, glutathione peroxidase, lactoferrin, TRX,

vitamins C and E, β-carotene, coenzyme Q10, albumin, and NO. These antioxidant

factors are likely to play an important role in protecting the high level of potentially

oxidizable lipids in breast milk.

Ezaki and coworkers measured “TAC” in breast milk using the Free Radical Ana-

lytical System (Diacron International, Grosseto, Italy).33 They analyzed 56 breast milk

samples collected frommothers of preterm infants born with GA of 34 (mean) weeks

(24–37weeks) and at postnatal age 39 (mean) days (4–145 days). The mean TAC

value for breast milk was 3807 μmol/l. The value in colostrumwas about 4200 μmol/l

and about 3500 μmol/l in mature milk; the TAC values were significantly negatively
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correlated with the days after delivery. The values for breast milk were significantly

higher than those of standard infant formulas (about 2671 μmol/l).

In the study described earlier, the TAC of breast milk decreased during the course

of lactation, which might be a natural result of decline in the antioxidant storage

capacity of lactating women. High antioxidant capacity in colostrum is likely to be

effective for preventing neonates from exposure to an oxygen-rich environment after

birth, four to five times as much as intrauterine environment. Preterm neonates are

potentially vulnerable to oxidative stress because of the deficiency of their antioxi-

dant defense system and increase in ROS production.28 Therefore, neonatal feeding

with breast milk, especially colostrum, can be useful to improve antioxidant system

and to suppress oxidative stress in such susceptible infants. It is also noteworthy that

the antioxidant capacity of breast milk in lactating women was related to maternal

plasma TAC values or antioxidant (pro-) vitamin intakes from their diets. Special

attention must be devoted to women’s dietary habits during pregnancy and lactation

to optimize the TAC of their breast milk.

Shoji and coworkers used 8-OHdG as a marker of oxidative stress status in

neonates.34,35 In healthy 1-month-old term neonates, urinary 8-OHdG levels of the

breast-fed group (n=10, 39 (mean) ng/mgCr) were significantly lower than that

of formula-dominant, mixed-fed group (n= 11, 161ng/mgCr) or the formula-fed

group (n= 10, 204ng/mgCr). In preterm infants (born at about 29 weeks of gesta-

tion), urinary 8-OHdG levels of the breast-fed group were also significantly lower

than that of formula-fed group at 14 and 28 days of age.

It is also important to note the results of in vitro experiments conducted by

Shoji and coworkers.36 Cultured Intestinal Epithelial Cells-6 were preincubated

with 100-fold dilutions of defatted human breast milk, bovine milk, or three infant

formulas for 24h, followed by a 30-min 0.5-mmol/l H2O2 challenge to induce

oxidative stress. Results showed that human milk treatment maintained the highest

cell survival rate (50%) when compared with no pretreatment (27%), bovine milk

treatment (6%), or formula treatment (13–16%) of cells. The results support the

contention that human milk is a rich source of antioxidants and reduces oxidative

stress in a cell culture model representative of the intestinal mucosa.

It is assumed that human milk exerts antioxidant properties in the gastrointesti-

nal tracts of infants. Proteins of many kinds from human milk remain almost intact

in the neonatal gut. Therefore, the antioxidant proteins and enzymes are likely to

be absorbed substantially to provide systemic protection against oxidative stress in

neonates.

Oxidative stress biomarkers in pediatric medicine

Clinical results of studies indicate that an imbalance between oxidative and antiox-

idative activities in favor of the former contributes to the pathogeneses of many

diseases in the field of pediatric medicine (Table 9.1).3 In most studies, oxidative

stress biomarkers were determined in samples of blood (such as serum, plasma, ery-

throcytes, granulocytes, or lymphocytes) or urine. In other studies, the parameters
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were measured using different body fluids (such as cerebrospinal fluid (CSF), bron-
choalveolar lavage fluid, joint fluid, nasal lavage fluid, and middle-ear fluid), tis-
sues, or exhaled breath, either alone or in combination with samples of blood or
urine.

Table 9.1 Pediatric diseases possibly associated with enhanced oxidative stress.

1 Allergic/inflammatory:

Allergic rhinitis, atopic dermatitis, bronchial asthma, burn, Kawasaki disease, systemic lupus

erythematosus

2 Cardiovascular:

Cardiac transplantation, cardiopulmonary bypass, congenital cardiac defects, primary hypertension

3 Endocrinologic:

Hyperthyroidism, iodine-deficient goiter, thyroiditis

4 Environmental/toxicologic:

Air pollution, carcinogenic metal exposure, exercise, ozone exposure, passive smoking

5 Gastrointestinal/hepatologic:

Autoimmune hepatitis, inflammatory bowel disease, live failure, nonalcoholic fatty liver disease, viral

hepatitis

6 Genetic:

Alagille syndrome, Down syndrome

7 Hematologic/neoplastic:

Acute leukemia, bone marrow transplantation, sickle cell anemia, solid tumors, thalassemia major

8 Infectious:

Acute bronchiolitis, acute otitis media/tonsillitis, chronic otitis media/tonsillitis, encephalitis HIV

infection, malaria, meningitis, pandemic influenza (H1N1), sepsis

9 Metabolic:

Citrin deficiency, diabetes mellitus, glycogen storage disease, phenylketonuria, urea cycle enzyme

defects, Wilson disease

10 Neonatal:

Asphyxia, hypoxic ischemic encephalopathy, maternal chorioamnionitis, maternal preeclampsia,

neonatal sepsis, premature birth, respiratory distress syndrome, retinopathy

11 Neurologic/muscular:

Autism spectrum disorders, cerebral palsy, congenital muscular dystrophy, developmental brain

disorders, epilepsy, mitochondrial encephalopathy, psychosis, traumatic brain injury

12 Nutritional:

Hypercholesterolemia, hyperlipidemia, Kwashiorkor, multimetabolic syndrome, obesity

13 Pharmacologic/therapeutic:

Analgesics, anticancer drugs, immunosuppressive drugs, total body irradiation

14 Renal:

Glomerulonephritis, hemolytic uremic syndrome, nephrotic syndrome, renal insufficiency/failure,

urinary tract infection

15 Respiratory:

Chronic pulmonary disease, cystic fibrosis, obstructive sleep apnea

Pediatric diseases in which enhanced oxidative stress might be involved are listed and divided into 15

categories. Note that it remains to be clarified yet whether excessive formation of reactive oxygen species

is a primary cause or a downstream consequence of the pathological process in each disease.
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Investigation of the role of oxidative stress in pediatric diseases requires infor-

mation about the oxidative stress status of young populations. It will be possible to

evaluate the contribution of oxidative stress to various pediatric diseases and to estab-

lish better approaches for each disease when we ascertain the reference normal levels

of oxidative stress in children and adolescents.

Our data for the evaluation of oxidative stress levels in healthy young subjects

were of 113 healthy Japanese people of a broad age range (1.5–21.0 years).37 Early

morning void urine samples were obtained for analyses of biomarkers reflecting

oxidative damage to lipids (i.e., acrolein-lysine), DNA (i.e., 8-OHdG), carbohydrates

(i.e., pentosidine), and NO formation (i.e., nitrite/nitrate). Our subjects were clas-

sified into the following five groups to verify the influence of age on the oxidative

stress parameters: 1–6 years (n= 33), 6–11 years (n=34), 11–16 years (n= 20),

16–21 years (n= 13), and 21–30 years (n= 13) (Figure 9.7).

The concentrations of urinary acrolein-lysine, 8-OHdG, pentosidine, and

nitrite/nitrate were highest in the youngest age group (1–6 years). They decreased

with age to reach constant levels by early adolescence. No significant difference

was found between males and females for any oxidative stress parameter. The

physiological meaning and mechanisms for the high levels of oxidative stress and NO

formation in younger subjects warrant further research, but they remain unclear.

Therapeutic interventions that decrease exposure to ROS or which augment

antioxidative defenses are expected to be beneficial as adjunctive therapies for

oxidative-stress-related diseases. Antioxidative strategies such as administration of

pharmacological or dietary agents are based on two main mechanisms: enhancement

of ROS elimination and inhibition of ROS generation.3 The following results of our

clinical experiments will provide an illustrative and useful example.

Infectious and inflammatory disorders (especially
acute encephalopathy)

Various infectious and inflammatory disorders appear to be linked to oxidative dam-

age attributable to ROS (including ONOO−) in their pathogenesis and progression

(Table 9.1).38 These disorders are common and often severe in young generations.

Severe forms of these disorders are occasionally fatal or leave severe sequelae, for

which effective treatment is currently either insufficient or unavailable. The exces-

sive host response and enhanced oxidative stress are thought to play an important

role in the progression and deterioration of the disorders.

Acute encephalopathy is a severe central nervous system (CNS) complication of

common infections (such as influenza, exanthem subitum, and acute viral gastroen-

teritis) that can result in sudden death or development of neurological sequelae.

Computed tomography and magnetic resonance imaging are useful to evaluate brain

injury severity, but it is often difficult to perform such radiological examinations dur-

ing the critical period when key therapeutic decisions are made. Therefore, assessing

ongoing brain injury and predicting outcomes using CSF samples are extremely valu-

able in these patients.
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Figure 9.7 Age-related changes of urinary levels of acrolein-lysine (a),

8-hydroxy-2′-deoxyguanosine, pentosidine, and nitrite/nitrate (b) in healthy children.37

Abbreviations: Cr, creatinine; 8-OHdG, 8-hydroxy-2′-deoxyguanosine. Presented data are

mean values of the markers. Note that younger subjects exhibit higher levels of urinary

markers.

The brain is vulnerable to free radical damage because of high oxygen consump-
tion, in addition to its consequent generation of high levels of NO and ROS, high
contents of unsaturated lipids and cellular iron, and weakened antioxidant defense
systems.38 Previous results for the CSF analyses showed enhanced production of ROS
and NO in the CNS of children with acute encephalopathy compared with those of
nonencephalopathy subjects. In these studies, the pathogenic viruses were influenza,
enterovirus, respiratory syncytial virus, and other viruses (Table 9.2).
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Table 9.2 Increased cerebrospinal fluid levels of oxidative stress biomarkers in acute

encephalopathy.38

Diseases Primary findings

Influenza encephalopathy Higher hydroperoxides,a higher nitrite/nitrate

Respiratory syncytial virus encephalopathy Higher nitrite/nitrate

Enterovirus encephalopathy Higher hydroperoxidesa

“Clinically mild encephalopathy” Higher 8-hydroxy-2′-deoxyguanosine, hexanoyl-lysine

aRapid analytical method.5

Strategies for severe encephalopathy should be established in the near future.
Prevention (ormodulation) of excessive host inflammatory response such as ROS/NO
release, a possible therapeutic approach, is explained in the following section.

Redox modulation strategy for severe influenza
encephalopathy

Influenza-associated acute encephalopathy (IAE) is an abrupt disorder of the
CNS triggered by influenza virus infection, often engendering severe sequelae or
death.39,40 The Centers for Disease Control and Prevention have designated IAE
as an important public health problem at least since 2003. The 2009 pandemic
influenza A (H1N1) virus emerged in Mexico in April 2009, thereafter spreading
rapidly worldwide. In June 2009, The World Health Organization declared that the
spreading novel influenza virus constituted a global pandemic.

Because influenza virus infection occurs predominantly in younger generations,
great concern has arisen in relation to the severity of complications, such as IAE or
severe pneumonia, among children. Pathological findings such as the lack of viral
antigen and sparse (if any) inflammatory infiltrates in the brain imply that direct
viral invasion and subsequent inflammation are unlikely to cause encephalopathy.
A prevailing theory is that excessive host inflammatory response characterized by
massive production of proinflammatory cytokines/chemokines and ROS/NO and
excessive apoptosis exacerbate IAE.38 Widespread vascular endothelial activation,
dysfunction, and damage occur, ultimately resulting in multiple organ failure and
death (Figure 9.8).

In Japan, the guideline for diagnosis and management of pediatric IAE was for-
mulated in 2005 by the collaborating study group on IAE, whichwas organized by the
JapaneseMinistry of Health, Labour, andWelfare. The guideline has been usedwidely
among general and pediatric hospitals in our country. Neuraminidase inhibitors, pulse
steroid therapy, high-dose immunoglobulin, antioxidative agent (edaravone), coag-
ulation modifying agent (thrombomodulin), plasma exchange, and hypothermia are
listed as selectable treatments for severe IAE.41 These cocktail treatments are expected
to impede excessive inflammatory host response and enhanced oxidative stress in the
patients (Figure 9.8).
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Figure 9.8 Mechanisms of brain damage in influenza-associated acute encephalopathy

(IAE).38 The findings presented in recent reports suggest that, in cases of severe IAE, either

seasonal or 2009 pandemic, pathological manifestations similarly result from complex

biological phenomena including overproduction of cytokines/chemokines and nitric

oxide/reactive oxygen species, apoptosis induction, and vascular endothelial disruption.

Additional exploration of these pathways is expected to contribute to the development of

more effective adjunctive strategies in IAE.

For pediatric patients with IAE, the mortality rate was about 30% in the preguide-
line era in Japan when no efficient strategy had been proposed. Thereafter, the mor-
tality rate decreased to about the one-fourth along with the nationwide distribution
of this practical guideline. However, the incidence of poor outcomes of pediatric IAE
has not been ideally low: 7% for death and about 20% for neurological sequelae.
More global studies with sequential monitoring of oxidative stress biomarkers must
be conducted to identify more effective strategies for IAE of severe type.

Summary and conclusions

Oxidative damage affecting tissues and organs contributes to the development and
progression of acute and chronic health problems in the prenatal, neonatal, and pedi-
atric fields. This chapter has briefly presented the (patho) physiology of ROS and
antioxidative defense systems, the clinical application of oxidative stress biomarkers,
and the interrelationship of NO system blockade, endothelial dysfunction, and oxida-
tive stress. The chapter has also discussed prenatal, neonatal, and pediatric disorders
in which enhanced oxidative stress is likely to be involved. The discussion emphasizes
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that many good biomarkers are readily measurable using ELISA and other method-
ologies. Our recent and interesting data related to oxidative stress and antioxidative
defenses in these fields are also presented. Finally, the therapeutic effects of redox
modulation strategies for acute influenza encephalopathy of severe type are summa-
rized. However, most of the studies described above are preliminary in nature and,
therefore, warrant further studies. It is hoped that further elucidation of the clinical
and pathological correlation between oxidative stress biomarkers and disease course
will spur new therapeutic approaches to alleviating many human health problems.
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Multiple choice questions

1 In young rats, compared to a selective NOS2 inhibitor, administration of the nonselective

NOS inhibitor NG-nitro-L-arginine methyl ester (L-NAME) caused all except which dysfunc-

tion?

a. Hypertension

b. Proteinuria

c. Enzymuria

d. Decrease oxidative DNA damage

2 Pregnancy is a state of oxidative stress caused by a combination of all but which factor?

a. Increased thioredoxin (TRX) levels

b. Increased placental metabolic activity

c. Increased production of ROS

d. Reduced total antioxidant capacity

3 All these statements are true except:

a. Glycoxidation, as measured by pentosidine levels is lower in healthy neonates compared

to adult levels

b. Glycoxidation, as measured by pentosidine levels is lower in neonates of healthy mothers

compared to neonates of mothers with preeclampsia

c. In preeclampsia, oxidative stress increases in utero

d. Antioxidant therapy in preeclampsia is a well-established treatment and has virtually

eliminated preeclampsia as a risk to pregnancy

4 Preterm neonates suffer oxidative stress from a combination of all but which factor?

a. Increase ambient inspired oxygen levels

b. Increased ROS production by inflammatory reaction to hypoxia

c. Natural increase in antioxidant levels in the third trimester

d. Depletion of antioxidants
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Oxidative stress in oral cavity:
interplay between reactive oxygen
species and antioxidants in health,
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THEMATIC SUMMARY BOX

At the end of this chapter, students will be able to:

• Describe the significance of oxidative stress and its involvement in major oral and general
diseases

• Describe the damage inflicted by oxidative stress to cellular structures

• Define reactive oxygen species and explain the reactions that generate them

• Show how the balance between oxidative stress and antioxidants influences general and
oral diseases

• Describe exogenous antioxidants with particular significance to oral cavity affections

• Understand the antioxidant roles of saliva and describe its major antioxidant systems

• Enumerate main methods for the determination of oxidative stress

Oxidative stress – significance for oral and general
environment

Out of the total oxygen amount inspired by humans, approximately 10% is used in
different nonenzymatic chemical reactions while the majority (around 90%) is used
for energy production bymitochondria.1 Normal oxygenmetabolism releases a group
of compounds collectively named reactive oxygen species (ROS). Most often they

Oxidative Stress and Antioxidant Protection: The Science of Free Radical Biology and Disease, First Edition.
Edited by Donald Armstrong and Robert D. Stratton.
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are produced in the mitochondria following either electron leakage during respira-
tory chain or chemical reactions of transition metals (usually iron or copper ions).
ROS are reactive molecules due the presence of one or more unpaired electrons
that occupy an orbital alone. The most common ROS molecules include hydroxyl
radicals, hydrogen peroxide, and superoxide anion radicals.2 O2 can also be consid-
ered a free radical but its reactivity is low due to a specific arrangement of the two
unpaired electrons it contains (triplet oxygen). Some ROS, such as hydroxyl radical,
are extremely active, short-lived, and act at close distance of their production. Others,
more long-lived, such as H2O2 (which is freely diffusible across biomembranes), are
suggested to be responsible for the signaling properties of ROS. In normal conditions,
ROS have beneficial biological effects being involved in cellular homeostasis and key
molecular mechanisms such as modulation of cellular metabolism and cellular redox
state, cell signaling, inhibition or activation of different gene transcription factors,
inhibition of bacterial growth, inactivation of viruses, and release of inflammatory
cytokines.3 However, as a result of intense environmental stress stimuli, ROS levels
can increase significantly. Oxidative stress (OS) can be defined as a redox imbalance
between antioxidant systems (AOs) and endogenous or exogenous prooxidants in
favor of the prooxidants (Figure 10.1). Damage as a result of free radicals accumulates
over time and can represent a major underlining cause for human diseases. A solid
body of research literature shows that this loss of balance is inmany cases closely asso-
ciated with initiation and development of a wide range of systemic or organ-specific
diseases including cancer, diabetes, metabolic syndrome, cardiovascular pathology,
pulmonary diseases, or oral conditions (Figure 10.2).4

At a cellular level, increased concentrations of ROS are potent inducers of cellular
damage targeting structures that include (but are not limited to) lipids, proteins, and
DNA.5 These further affect cellular components by causing cytoskeleton deorganiza-
tion, protein dysfunction, and membrane function impairment with decreased mem-
brane permeability. Increased levels of OS lead to cellular death either by necrosis or

Balance

AO = ROS

Oxidative stress

Oxidative stress

AO < ROS

AO < ROS

Figure 10.1 Interplay between reactive oxygen species and antioxidants.
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Figure 10.2 Oxidative stress and its involvement in several major diseases.

programmed cell death through intrinsic or extrinsic apoptotic pathways. Different
ROS have different "affinities" for their target substrates: thus DNA or DNA deoxyri-
bose can be damaged by the hydroxyl radical; lipid residues can be easily oxidized by
metal-induced formation of ROS while protein damage is usually acquired following
exposure to superoxide/hydroxyl radicals. One important issue in free radical biology
research is the need for accurate identification and quantification of biomarkers that
identify and quantify OS. Few methods can detect free radicals directly due to their
very short life span. However, one technique is electron spin resonance where the
free radical reacts with a molecule that stabilizes the end-product and allows for iden-
tification and monitoring. Alternatively, indirect methods have been devised where
the tests measure the extent of OS damage in different cellular components (lipids
proteins or DNA).

Reactive oxygen species – general outline

Atmospheric oxygen presents two unpaired electrons in the outer electron shell. This
particular structure makes atomic oxygen prone to radical formation. Oxygen reduc-
tion takes place in a sequential addition of electrons that leads to ROS formation
among which are superoxide, hydrogen peroxide, and hydroxyl radical (Figure 10.3,
Table 10.1). These free radical species and reactive molecules are capable of radical
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REACTIVE OXYGEN SPECIES FORMATION
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Figure 10.3 Generation of different reactive oxygen species.

formation in the extra- and intracellular environments and can cause oxidative stress
damage in cell tissues and organs. The production of these radicals tends to be ubiqui-
tous in the human body and takes place continuously. For example, even in normal
conditions, around 5% of the liver’s oxygen metabolism is transformed into various
oxygen radicals that can cause cellular damage. ROS of exogenous origins include
various sources such as radiation or cigarette smoking. On the other hand, typical
endogenous ROS are generated in physiological or pathological body processes such
as aging, inflammation, or cancer and can have multiple origins: cell organelles such
as mitochondria or peroxisomes or neutrophils and other cells of the immune sys-
tem. Particular to the oral environment, other sources of ROS production encompass
dental materials such as metals, alloys, composite fillings or cements, dental implants,
or bleaching agents.

It is important to remember that in normal concentrations, ROS play key ben-
eficial roles and are implicated in major biological processes, such as the release
of proinflammatory cytokines and apoptosis signaling by nuclear factor-κB (NF-κB)
activation and initiation of gene transcription factors and by intracellular thiol deple-
tion. ROS are also involved in cell signaling, regulation of bacterial proliferation, and
modulation of cellular redox state and cell metabolism.6

Oxidative stress – damage to cellular structures

Lipids are a group of compounds with important biological functions in the human
body such as key constituents of cell membranes, hormones, or source of energy.
Lipid peroxidation (LPO) represents the oxidative degradation of lipids usually
containing double carbon bonds.7 Three main mechanisms are described as being
involved in LPO: enzymatic oxidation, ROS-independent nonenzymatic oxidation
and ROS-mediated oxidation. Each type is characterized by specific end-products
and requires certain antioxidants to suppress OS activity. These end-products play
different roles depending on their concentration and local conditions: pro- or
anti-apoptotic effects, pro- or anti-inflammatory effects, and cytotoxic or cytoprotec-
tive roles. Several end-products are also known to be toxic with a proven mutagenic
and carcinogenic potential. To date, it is well documented that LPO is intimately
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Table 10.1 Reactive oxygen species and their main characteristics.

Reactive oxygen
species

Chemical
formula

Observations

Superoxide anion O•−
2

• Does not have a high reactivity, so is able to act at long dis-

tances from its site of production

• Produced continuously by processes such as mitochondrial

electron chain transport system; oxidases such as xanthine

dehydrogenase oxidase; immune system through NADPH

oxidase

• Plays an important role in removal of bacterial species

• Is converted into hydrogen peroxide by superoxide dismutase

residing in cellular cytoplasm and mitochondria

• Can form complex reactive species such as peroxynitrite in

combination with nitric oxide

• Can occur in intra- or extracellular sites

Hydrogen peroxide H2O2 • It is not a radical molecule

• Produced mainly from superoxide anion in a reaction catalyzed

by superoxide dismutase

• Has the ability to diffuse through membranes and can act at

long distances from its site of production

• Can occur in intra- or extracellular sites

Hydroxyl radical HO• • Very reactive molecule

• Key molecule in organ or tissue toxicity due to reactive oxygen

species

• Reacts with biological macromolecules close to its site of pro-

duction; therefore, the damage is site specific

Peroxyl radical RO•
2

• One prominent example is ozone or trioxygen

• High levels of ozone induce programmed cell death in different

cell types

• Increased concentrations of ozone contribute to inflammatory

responses in many tissues

Hydroperoxyl radical HO•
2

• Formed as a result of hydrogen atom transfer to molecular

oxygen

• Molecule with increased reactivity playing an important role in

degrading atmospheric organic pollutants

• Important biological role in lipid peroxidation of polyunsatu-

rated fatty acids of the cell membrane

Alkoxyl radical RO• • Oxygen-centered radicals formed usually indirectly from carbo-

hydrate derivatives

• Important intermediates in the atmospheric oxidation of

hydrocarbons
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Table 10.1 (Continued)

Reactive oxygen
species

Chemical
formula

Observations

Hypochlorous acid HOCl • An important precursor of free radical in the mammalian body

• High reactivity that makes the molecule highly effective in the

bactericidal defense system

• Its high reactivity is also the basis for its cytotoxic effects

• Can be associated with cancer, neurodegenerative, or cardio-

vascular diseases

connected with the development of a wide range of pathological and physiological
processes: cancer, diabetes, cardiovascular and neurological diseases, inflammation,
and aging.

Point and extended alterations of genetic material as a result of oxidative dam-
age are among the first events involved in the initiation and further development
of cancer. In this aspect, DNA bases such as pyrimidine and purine as well as DNA
deoxyribose can be damaged by the hydroxyl radical or as a result of metal-induced
formation of oxygen species.8

Protein oxidation and its underlying mechanisms were studied in experiments
involving proteins, peptides, or aminoacids being exposed to ROS such as superox-
ide/hydroxyl radicals formed as a result of ionizing radiation. ROS-mediated protein
oxidation can potentially target any aminoacid side chain, but it was shown to pref-
erentially damage methionine and cysteine.9

Oxidative stress and antioxidants – implications
in general and oral diseases

It is well established that the control of ROS production and antioxidant mech-
anisms are intimately connected with the initiation and development of major
organ-specific or systemic diseases. Thus, oral conditions, cancer, cardiovascular
diseases, pulmonary diseases, and kidney diseases are initiated by a discontinuity in
the redox control and signaling, that is, when the redox balance between prooxidants
and antioxidants is broken in favor of the prooxidants.

Periodontal diseases, which encompass gingivitis and periodontitis, are the most
widespread chronic inflammatory conditions and affect a large group of the popula-
tion worldwide. Periodontitis, a nonreversible inflammatory disease, has as an under-
lying cause, the presence of the oral microorganisms in the dental plaque eliciting an
immune response in the tissue surrounding the teeth. Tissue destruction involves
apical migration of the oral epithelia, loss of the periodontal collagen fibers, and
resorption of the alveolar bone leading to pathological tooth mobility and subsequent
tooth loss. Current research shows that the pathogenesis of periodontitis is a direct
consequence of the inflammatory response together with a progressive accumulation
of ROS in both oral tissues and surrounding biological fluids.10 As described earlier, OS
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is triggered by an imbalance between AO defense mechanisms and ROS levels. Thus,
ROS can influence directly the behavior and metabolism of cells from oral tissues. To
date, positive correlations have been described between oral OS and systemicmarkers
of inflammation. At the same time, OSmay represent a logical link between initiation
and development of periodontal diseases and systemic disorders such as cardiovascu-
lar diseases, cancer, diabetes mellitus, and metabolic syndrome.11 For researchers, the
oral environment represents an ideal accessible location where OS-mediated tissue
destruction and antioxidant response to oxidative stress can be studied.

Cancer is the second cause of death in developing countries and the main cause
of death in the economically developed countries. Head and neck squamous cell car-
cinomas are the sixth most common malignancies in the world, with cancers of the
oral cavity and pharynx being the most common. Oral cavity cancers are twice more
common in men than in women with major risk factors including smoking, alco-
hol use, and human papilloma virus infections. There is solid evidence that high
concentrations of free radicals are directly connected to the development of oral
cancer.8 The main mechanisms of OS involvement in carcinogenesis involve over-
expression of proto-oncogenes, inactivation or mutations of tumor suppressor genes,
and DNA damage at different levels: DNA base oxidation, DNA strand breaks, and
DNA point-mutations.12,13 OS damage of lipids and proteins (discussed earlier in the
chapter) are also of particular importance in cancer development.

The human body has developed highly complex antioxidant mechanisms that can
function in synergy in order to prevent tissue or organ damage generated by ROS.
Antioxidants are molecules that have the ability to donate electrons and to reduce
the damage inflicted by free radicals to biological structures.

Some antioxidants such as uric acid or glutathione are continuously produced
during normal body metabolism while others such as vitamins E and C or β-carotene
have to be supplied in the diet as micronutrients.

Historically, the term antioxidant was coined to define a general chemical that
has the capacity to prevent oxygen consumption. Early research in the beginning of
the 20th century focused on antioxidant characteristics important for industrial pro-
cess. Thus, antioxidants were used for vulcanization of rubber, prevention of metal
surfaces corrosion, and fuel polymerization.14 Studies on the roles of antioxidants
in the biochemistry of living organisms first explored their antirancid properties,
that is, their ability to prevent the oxidation of unsaturated fatty acids. So the field
was revolutionized with the discovery that certain vitamins such as A, C, and E
are important antioxidants in biology. There are four general mechanisms through
which AO can counteract the harmful effects of ROS and they can be systematized
as follows: prevention of ROS formation, elimination (scavenger) of reactive radi-
cals once formed, repair of damaged biomolecules, and potential to adapt and par-
ticipate with other AO in ROS depletion.15 The first mechanism implies hydrogen
peroxide and hydroperoxide reduction to water before they generate free radicals.
Several examples include phospholipid hydroperoxide glutathione peroxidase, glu-
tathione peroxidase and glutathione S-transferase. The second mechanism involves
antioxidants with the capacity to scavenge free radicals, such as vitamin E (a very
potent lipophilic radical-scavenging AO), vitamin C, or bilirubin. The repair defense
mechanism is characteristic of different proteolytic enzymes, peptidases, and DNA
repair enzymes and limits the accumulation of oxidized proteins. The last important



�

� �

�

162 Chapter 10

mechanism relies on the ability of living organisms to produce site-specific antioxi-
dants following ROS formation. Antioxidants can be defined as molecules that have
the potential to prevent or inhibit the oxidation process of other molecules. Depend-
ing on their origin, AO can be divided into two major categories being synthesized
by the body (endogenous) or obtained from the diet or supplements (exogenous).16

One example of endogenously secreted AO with particular importance for oral
tissues is the antioxidant system present in saliva. Within the oral cavity, saliva is one
body fluid that can precisely mirror OS status of a particular disease as well as impor-
tant markers of oral or general pathologies.17 Among other functions, saliva acts as a
defense mechanism and is fully equipped with several antioxidant mechanisms that,
in normal conditions, counteract the effects of ROS, canceling the harmful effects
that OS can have on oral tissues.18–20 The most important antioxidants include the
following: uric acid, albumin, glutathione, and ascorbic acid. Uric acid, with a sali-
vary concentration of 40–240 μM, accounts for almost 90% of the total antioxidant
activity and represents one of the major salivary AOs. Its scavenger mechanism lies
in its ability to react with hydroxyl radicals and metal ions such as iron and copper.
Uric acid concentration is usually lower in patients with chronic periodontitis than
in healthy subjects. Albumin with a concentration of ∼10 μM can act as a "replace-
ment" for uric acid, binding metal ions when needed. Just as for uric acid, albumin
levels are also decreased in patients with periodontal conditions. Ascorbic acid or
vitamin C plays a similar role and may reduce oxidative damage induce by smok-
ing cigarettes. Its concentration is significantly higher in the gingival crevicular fluid
than in plasma. Another important AO with a particular importance in inflamma-
tion is glutathione. Although found in low concentrations, 2 μM, glutathione acts as
a scavenger for metal ions released from dental materials and regulates cytokines
involved in inflammation such as IL-8 or IL-6. Several enzymes such as salivary per-
oxidase, gamma glutamyl transferase, glutathione peroxidase, superoxide dismutase,
and lactate dehydrogenase also have important antioxidant significance.

Exogenous antioxidants in the dental field can be usually incorporated in mouth
rinses or toothpastes and include compounds presented in Table 10.2.31,32 Several

Table 10.2 Exogenous antioxidants with particular significance to oral cavity conditions.

Oral condition Exogenous antioxidants Observations References

Gingivitis/periodontitis Green vegetables,

flavonoids, vitamin E

Reduction of inflammation

molecules

(21, 22)

Caries Epigallocatechin-3-gallate,

cranberries – type A

oligomers, grape seed

Dental caries prevention,

antibacterial effect

(23–25)

Implants Grape seed, caffeic acid

phenethyl ester

Treatment of peri-implantitis,

stimulation of bone healing

(26, 27)

Orthodontics Vitamin C, resveratrol,

propolis

Bone formation and

expansion

(28, 29)

Cancer Proanthocyanidins from

flavonoids

Reduce proliferation of oral

cancer cells

(30)
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trials have been undertaken to test the efficacy of various antioxidants on patients
with different forms of periodontitis or gingivitis in clinical settings. Recent examples
include the following: vitamin E supplementation together with periodontal treat-
ment in patients with chronic periodontitis; dietary supplements of different combi-
nations of fruits, vegetables, and berries together with nonsurgical periodontal treat-
ments; intake of dietary antioxidants such as C and E vitamins and α- and β-carotene
by patients over 75 years old; topical applications of coenzyme Q10 in patients with
chronic periodontitis; and systemic administration of micronutrient antioxidants in
postmenopausal women.33–37 The general conclusion of these trials is that adjunctive
antioxidant supplements improve both the periodontal healing and the antioxidant
defense system.

Scientific literature describes a wide variety of methods and protocols that assess
ROS presence and their effects on biological structures.38–40 It is not our purpose to
provide a complete outline of these methods but rather to provide a general overview
of the approaches used to determine and quantify OS. The methodologies can be
generally grouped along three lines: direct analysis of free radicals, assessment of the
damage inflicted to biomolecules, and quantification of antioxidant systems or redox
levels. Direct measurement of ROS would of course be the method of choice. Unfor-
tunately ROS are very unstable and difficult to measure directly; therefore, scientists
prefer to measure OS indirectly by assessing damage to protein, lipids, or DNA, or
quantifying specific antioxidant enzymes levels (Figure 10.4).

In conclusion, there is solid evidence that many oral diseases such as periodonti-
tis or oral cancer are directly linked to loss of balance between antioxidant systems
and endogenous or exogenous prooxidants. As a result, the accumulated free radicals
target cell structures such as lipids, DNA, or proteins, and promote cellular damage.
Moreover, oxidative stress is directly associated with several general pathological con-
ditions, and in many cases, it represents the systemic link between the initiation of
general diseases and the development of various oral conditions. These observations
thoroughly justify the continuous search for new antioxidants as well as antioxidant
usage in the prophylaxis and treatment of oral diseases.

Measurement of
free radicals

Measurement of
antioxidant systems

Measurement of
damage in biomolecules

Determination of
oxidative stress

-Direct: electron spin trapping
 methods

-Indirect: immunohistochemical
 markers

-Protein damage

-DNA damage

-Lipid peroxidation

-Total antioxidant capacity

-Antioxidant enzymes

-Low-molecular weight
 antioxidants

Figure 10.4 Methods for determination of oxidative stress.
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Multiple choice questions

1 Electron spin trapping is a direct method of measuring:

a. Free radicals

b. Protein damage

c. Antioxidant levels

2 Saliva is one body fluid that can precisely mirror OS status of a particular disease as well as

important markers of oral or general pathologies:

a. True

b. False

3 The most important antioxidants in saliva include all except:

a. Uric acid

b. Albumin

c. Glutathione

d. Ascorbic acid

e. Docosahexaenoic acid
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Oxidative stress and the skin
Christina L. Mitchell
Department of Dermatology, University of Florida College of Medicine, Gainesville, FL 32606, USA

THEMATIC SUMMARY BOX

At the end of this chapter, students should be able to:

• Describe the main mechanisms of oxidative stress (OS) in the skin

• List the main OS-related diseases of the skin

• Outline the pathogenesis of these disorders

• Analyze the contribution of oxidative stress in carcinogenesis

• Review the available topical treatments

• Contrast the mechanistic basis of chronological aging and photoaging of the skin

Introduction

The skin is the largest organ of the body. It functions as the first-line defense from

external insults, protecting all other organs from the environment. The skin protects

the body from radiation and acts as a barrier against pathogens and desiccation. The

skin also functions as a thermoregulator, both acting as an insulator and, by way of

sweating, a coolant. It is a major sensory organ as well, containing a variety of nerve

endings. The skin is also important for vitamin D production and immune function

as it plays an active part in immune functions.

The skin is a complex organ system with many different cell types and adnexal

structures. It can be subdivided into three major layers: the epidermis, the dermis,

and the subcutaneous tissue. The epidermis is mainly composed of keratinocytes,

melanocytes (pigment-producing cells), and Langerhans cells (antigen-presenting

cells). The dermis is primarily composed of extracellular proteins made by fibroblasts.

Collagens, elastin, proteoglycans, and fibronectin are among the proteins found in

the dermis, with type-I collagen being the most abundant protein among these.1

The dermis is important for skin strength and resiliency and is directly altered by

oxidative imbalance.

Oxidative Stress and Antioxidant Protection: The Science of Free Radical Biology and Disease, First Edition.
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Since it functions as the major barrier to the environment, the skin is constantly
exposed to chemical and physical insults. The integrity and health of the skin thus
depends on its ability to defend and protect itself from insult. Oxidative stress and
imbalance contribute greatly to the health, appearance, and function of the skin.
Many environmental pollutants act as oxidants or catalyze the production of reac-
tive oxygen species (ROS), which are able to promote proliferation and cell survival,
signaling, and altering apoptotic pathways. The uncontrolled formation of ROS is
implicated in a number of skin disorders including inflammatory dermatoses and
nonmelanoma skin cancer development.2 Sunlight and other forms of ultraviolet
(UV) radiation significantly contribute to environmental stress on the skin. Smoking
and other chemical pollutants, such as automobile exhaust, contribute to oxidative
imbalance as well. Compounding oxidative stressors hastens photoaging and con-
tributes to the development of skin cancer.

Mechanisms of oxidative stress in the skin

Oxidative stress is an intrinsic part of aerobic anabolism and catabolism in the skin.
Under normal circumstances, low levels of oxygen-free radicals (superoxide anion,
hydroxyl radicals, hydrogen peroxide, and molecular oxygen) are produced by var-
ious cellular processes. These ROS play a role in cell proliferation, differentiation,
and apoptosis as well as in immune responses. Oxidative stress occurs as a result of
high metabolic demands and the introduction of external sources such as ultraviolet
radiation, pollution, tobacco smoke, microorganisms, and xenobiotics.3 Damage by
free radicals results when protective mechanisms become overwhelmed and depleted
during oxidative imbalance. While there are antioxidant (AOx) systems in the skin,
they can be overpowered by the generation of excess ROS. Cellular damage takes the
form of lipid peroxidation, DNA damage, and protein oxidation resulting from oxida-
tive imbalance.4 The uncontrolled production of ROS plays a major role in a range of
skin diseases including skin cancer.

Reactive oxygen species

The majority of oxygen in the skin is used for cellular metabolism. Most of the
oxygen is used by the mitochondria to produce energy. O2 is altered by a series
electron-transfer reactions and energy-transfer reactions. In electron-transfer
reactions, single-electron subtractions form superoxide anions, hydrogen peroxide,
hydroxyl radicals, and then water. In energy-transfer reactions, a molecule known as
a sensitizer absorbs energy upon irradiation and transfers the energy to O2, forming
singlet oxygen. Mitochondria produce most of the intrinsic ROS. However, xanthine
oxidase enzyme systems and synthesis of prostaglandins produce ROS as well.5

Porphyrins, which are intermediate products of heme metabolism, are another
example of sensitizers/oxidizers in the skin. While environmental insults and normal
cellular metabolism generate ROS, activated leukocytes are another source of
oxygen radicals in the skin. Inflammation-activated leukocytes also generate ROS
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via myeloperoxidase and nitric oxide synthase activity, and also generate superoxide,

nitric oxide, and hypochlorite anion. The ROS thus produced serve to kill pathogenic

microorganisms and remove damaged tissue.2 Adjacent normal tissues, however,

are damaged by the inexact targeting of the inflammatory process.

Protective cellular enzymes and nonenzymatic AOxs are able to keep oxidative

cellular damage to a minimum in normal, healthy settings. The skin and other tis-

sues have specific enzymatic defenses such as catalase (CAT), glutathione reductase,

glutathione peroxidase, and superoxide dismutase (SOD), which destroy hydrogen

peroxide, lipid hydroperoxides, and superoxide, respectively. Nonenzymatic AOxs

such as vitamins C and E, ubiquinone, and uric acid neutralize ROS.6

Skin aging

Photodamage and photoaging
There are two types of skin aging: chronological aging and photoaging. Chronological

or intrinsic aging of the skin is inevitable and has been implicated in the develop-

ment of fine wrinkles or rhytids and benign growths such as seborrheic keratoses and

cherry angiomas. Chronological skin aging has not been implicated in causing deep

wrinkles/rhytids or significant dyspigmentation as has photoaging. While chronolog-

ical and intrinsic skin aging is independent of sun exposure, photoaging of the skin

is mainly dependent on two factors: the amount of pigment or melanin in the skin,

and the aggregate amount of sun exposure. People who live in sunny environments

and have a history of intense sun exposure acquire the largest amount of solar radia-

tion and , therefore, experience the most significant photoaging. Ultraviolet A (UVA)

rays, which have lower energy but deeper penetration into the skin than the radia-

tion of ultraviolet B (UVB) spectrum, are implicated as the major causative agent of

photoaging.

Exposure to environmental factors such as sun, smoking, and air pollution

increases oxidative stress on skin by the generation of ROS. These ROS are capable of

damaging DNA, oxidizing proteins, altering intracellular calcium levels, and activat-

ing cell surface receptors. ROS damage the dermis by activating cell surface receptors

and kinases, which increase transcription factors AP-1 and NF-k2. Increased activity

of AP-1 decreases the expression of collagens I and III fibroblasts in the skin,

thereby reducing collagen synthesis. AP-1 also triggers the production of matrix

metalloproteinases by keratinocytes and fibroblasts, which degrade and destroy

preexisting mature collagen. UV light also induces the production of transcription

factor NF-κB. This proinflammatory cytokine increases collagen degradation by the

process of neutrophil chemotaxis and neutrophil collagenases.7

The role of chronic UVA exposure is demonstrated in Figure 11.1. This patient

presented was with unilateral wrinkling of the skin. He had been a truck driver for

28 years and had extensive exposure to UVA light, which passed through the window

of his truck.4 UVB rays are filtered by windowpanes; thus, this is a pictorial example

of UVA effects on the skin: thickening of the epidermis and destruction of collagen

and elastin.
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Figure 11.1 A 69-year-old man presented with a 25-year history of gradual, asymptomatic

thickening and wrinkling of the skin on the left side of his face. The physical examination

showed hyperkeratosis with accentuated ridging, multiple open comedones, and areas of

nodular elastosis. Histopathological analysis showed an accumulation of elastolytic material in

the dermis and the formation of milia within the vellus hair follicles. Findings were consistent

with the Favre–Racouchot syndrome of photodamaged skin, known as dermatoheliosis. The

patient reported that he had driven a delivery truck for 28 years. Ultraviolet A (UVA) rays

transmit through window glass, penetrating the epidermis and upper layers of dermis. Chronic

UVA exposure can result in thickening of the epidermis and stratum corneum, as well as

destruction of elastic fibers. This photoaging effect of UVA is contrasted with

photocarcinogenesis. Although exposure to ultraviolet B (UVB) rays is linked to a higher rate

of photocarcinogenesis, UVA has also been shown to induce substantial DNA mutations and

direct toxicity, leading to the formation of skin cancer. The use of sun protection and topical

retinoids and periodic monitoring for skin cancer were recommended for the patient. (Image

from The New England Journal of Medicine, Jennifer Gordon and Joaquin Brieva, Unilateral

dermatoheliosis, 366; 16 Copyright ©2012 Massachusetts Medical Society. Reprinted with

permission from Massachusetts Medical Society.)

Ultraviolet light from the sun is a well-recognized source of stress to the skin.
Damage from sunlight causes premature aging of the skin resulting in rhytids, dys-
pigmentation, telangiectasias, and xerosis. The skin can have greater laxity and a
leathery appearance. Photodamage also induces skin cancer. The sunlight-induced
cascade of damage begins when ultraviolet light is absorbed by a target chromophore.
This sets off a series of photochemical reactions that may cause skin aging and cancer.8
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These photo-induced reactions can alter DNA and oxidize nucleic acids. ROS gener-

ated by ultraviolet light can also destroy proteins and lipids, thereby changing a cell’s

ability to function.

This photo-induced cascade of damage begins when UV radiation from the sun

contacts the skin. UV light can be subdivided into groups by wavelength. UVA and

UVB are the clinically relevant wavelengths of light, since they are able to pene-

trate into the skin. Ultraviolet light is absorbed into the skin by target chromophores,

mainly DNA and urocanic acid, a product of filaggrin degradation. The primary chro-

mophore in the skin is DNA. The keratinocyte’s DNA absorbs UVB (290–320nm) and

develops damaged DNA in the form of thymine dimers and (6–4)-photoproducts.9

This solar-induced DNA damage must be corrected for a cell to function properly.

A specific repair pathway, the nucleotide excision repair pathway of DNA repair, is

essential for correcting this photo-induced DNA damage. This damage results in an

abnormal expression of various gene products, which may be important for apopto-

sis, genomic repair, or growth arrest.10 The most studied of these genes is p53, which

is involved in regulating the cell cycle. Once p53 alleles are irreparably mutated by

ultraviolet light-induced DNA damage, squamous cell carcinoma develops. This rela-

tionship also holds for basal cell carcinoma, but the effect is not as striking. Mutations

in the patched gene or other parts of the hedgehog signaling pathway result in the

formation of basal cell carcinoma.11

Urocanic acid, a product of filaggrin degradation, is found in high concentra-

tions in the epidermis. Urocanic acid is a target chromophore for UV light as well.

Urocanic acid undergoes a trans-to-cis isomerization when exposed to UVB. When

trans-urocanic acid absorbs one photon of UV light, singlet oxygen is formed. This

extremely active ROS can trigger a cascade of cell membrane damage and generate

further ROS.12 cis-Urocanic acid has also been implicated as a mediator of immuno-

suppression in the skin through the suppression of delayed type of hypersensitivity

reactions, reduction in Langerhans cells, suppression of natural killer lymphocytes,

and polymorphonuclear leukocytes.10

Smoking and skin aging
In 1969, Harry Daniell noticed that smokers looked older than nonsmokers.13 He

subsequently developed a wrinkle-scoring system to more objectively analyze the

association between smoking and wrinkles. Now the association between smoking

and skin wrinkling has been reproduced in multiple studies.14

Skin cancer

Overview
There is strong evidence that oxidative stress following ultraviolet radiation con-

tributes to skin cancer.15 Following oxidative stress, cells may suffer DNA damage

including DNA mutations, DNA repair and replication dysfunction, and cell cycle

dysregulation. ROS also induce the production of immunosuppressive cytokines that

contribute to carcinogenesis (Figure 11.2).3
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Figure 11.2 DNA damage: a central event in skin cancer. DNA damage is central to altered cell

proliferation, differentiation, DNA repair, cell death, and immune system function required for

skin cancer development. Exogenously and endogenously derived ROS (e.g., OH−. and H2O2)

induce mutations in growth regulatory genes (e.g., p21 ras, p53) and can disrupt normal

immune system function. The effects of ROS result in abnormal cellular physiology that

contribute to elevated ROS (e.g., increased SOD activity), thus maintaining the DNA damage

cycle, and the potential for cancer-causing events to occur.

The ultraviolet spectrum of an electromagnetic radiation spans wavelengths from
100 to 400nm. Ultraviolet light is divided by wavelength into UVA (315–400nm),
UVB (280–315nm), and ultraviolet C (UVC) (100–280nm). UVC is not clinically rel-
evant to skin damage because it is completely absorbed by ozone. UVB is greatly
absorbed by ozone and accounts for 5% of UV exposure in the environment. UVA,
which is not absorbed by ozone, accounts for the remaining 95% of UV exposure.

Carcinogenesis of the skin is a multistep process that involves three stages: initia-
tion, promotion, and progression. Oxidative imbalance plays a significant role in skin
carcinogenesis. The development of cancer in the skin, as that in any other organ,
occurs in stages and is accompanied by numerous biochemical and molecular alter-
ations. ROS are involved in all three stages of skin cancer development.

The first step, initiation, involves structural change in DNA that results
in DNA mutations. Particular mutations in either tumor suppressor genes or
proto-oncogenes cause dysfunction in terminal differentiation in cells. ROS are
known to cause DNA damage via DNA base alteration, single- and double-stranded
breaks, and cross-linking DNA with proteins.16 UV light has an important role in
initiation. Carcinogenic compounds that produce ROS are able to induce thymine
glycol formation. Thymine glycol is the main product of thymidine residue damage
in DNA.17 8-Hydroxyguanosine, a mutated DNA by-product, is found in increased
concentration in the urine of animals exposed to oxidative stress.16 Mouse skin
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has been shown to develop skin cancer when exposed to free oxygen radicals in
tobacco smoke condensation.18 Medications have also been implicated in skin cancer
tumor induction. Azathioprine, a purine analogue, is an antimetabolite immuno-
suppressant. The use of azathioprine has been linked to an increased incidence
of skin cancer. Azathioprine is a UVA sensitizer and causes the accumulation of
6-thioguanine DNA, thereby acting as an inducer of skin cancer.19

Promotion, the second stage of carcinogenesis, involves clonal expansion of
mutated cells. Oxidative stress as a mechanism for tumor promotion is widely
accepted now because of the evidence from mouse model skin cancer studies. For
example, peroxides and free radical generators promote tumor formation in mouse
skin, and conversely, AOxs inhibit tumor promotion and carcinogenesis in mouse
models.20 A number of tumor promoters have been shown to generate ROS. These
tumor promoters can decrease the levels of ROS scavengers and antioxidants that
prevent the growth of tumors.2 ROS can also mimic the biochemical effects of tumor
promoters.21

The third stage of carcinogenesis is tumor progression. This occurs when benign
papillomas develop into malignant tumors. Athar et al. showed papilloma-bearing
mice developed an increased number of skin carcinomas when treated with
free radical-generating compounds, thus showing that ROS contributes to tumor
progression.22 Oxidative stress has been shown to induce formation of ornithine
decarboxylase, thus increasing polyamines. This stimulates cellular proliferation and
carcinogenesis. Conversely, it is known that diethyl maleate, which promotes the
degradation of reduced glutathione, slows tumor progression.23

UVB and UVA radiations play different roles in the development of skin cancer.
UVB radiation is a complete carcinogen with the ability to generate squamous cell
carcinomas.22, 24 UVB is absorbed by DNA, resulting in the signature UV-induced
thymidine dimers. These signature mutations are important for tumor initiation.
UVA, on the other hand, is important for tumor promotion.25 UVB directly damages
DNA while UVA alters DNA through ROS intermediaries. UVA causes more oxida-
tive stress than UVB and reacts with photosensitive molecules in the skin such as
cytochromes, porphyrins, riboflavins, and heme, which act as sensitizers. These com-
pounds absorb energy from the UVA and become excited and unstable. They transfer
this energy to O2, generating singlet oxygen and other ROS.26 The ROS cause damage
to cellular DNA, proteins, and lipids. ROS can cause nonspecific oxidation of DNA
by causing single-stranded breaks and oxidized pyrimidine bases.27 The most specific
and characteristic mutation is generated by oxidative stress through the modified
guanine nucleotide, 8-hydroxyguanine. This generates a G:C-to-T:A transversion
during replication that promotes carcinogenesis.28 UVA also mutates mitochondrial
DNA through the generation of singlet oxygen. It has been implicated as a cause of the
4977-base pair mitochondrial DNA deletion, also known as “the common deletion.”29

ROS generated from UVA can target cellular phospholipid membranes and pro-
teins. Lipid peroxidation occurs when a hydroxyl radical steals a hydrogen atom from
an unsaturated fatty acid. This forms unstable lipid molecules with extra electrons
that can generate peroxyl radicals, setting off a chain reaction.30 The UVA from sun-
light is 10 times more efficient at lipid peroxidation than UVB, which destroys cell
membranes through the lipoperoxide chain reaction.31 Proteins are altered by oxi-
dation when polypeptide chains are altered by ROS, generating carbonyl derivatives.
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This protein alteration of the skin is most noticeable in the dermis through the cumu-
lative and persistent degradation of collagen and elastin.32

Immunosuppression and skin cancer development
Consistent UV radiation contributes to skin cancer development through two major
mechanisms: (i) direct DNA damage leading to mutations, and (ii) inhibition of nor-
mal immune system function. It is generally accepted that skin cancer development
requires a loss of immune surveillance for neoplasia in the skin. In other words, skin
cancer develops in the setting of immunosuppression.

The immune system of the skin is composed of different cell populations:
keratinocytes, monocytes, epidermotropic T cells, free nerve endings, dermal
macrophages, and Langerhans cells. These various cells interact through an intri-
cate network of prostaglandins and cytokines.10 In 1974, Kripke demonstrated
that UV radiation caused systemic immunosuppression through the induction
of UV-induced T-suppressor cells.33 Kripke’s work became the basis for modern
photoimmunology. The skin’s immune system is a complex organization that is
greatly altered by UV exposure. Oxidative stress from ultraviolet light alters the
normal immune response via DNA damage and cis-urocanic acid. UV production
of cis-urocanic acid is associated with suppression of cellular-mediated responses,
alteration of antigen-presenting cells, reduction of Langerhans cell numbers, and
suppression of natural killer lymphocytes and polymorphonuclear leukocytes.
The UV-induced formation of cyclobutane pyrimidine dimers in the skin causes
suppression of cell-mediated immunity, increases formation of T-suppressor cells,
alters antigen-presenting cells, and increases expression of IL-10 and TNF-α in the
skin. UV light also greatly diminishes the number of Langerhans cells, which are
the main antigen-presenting cells in the skin. These cells also undergo UV-induced
morphological changes as well as alterations in growth, differentiation, and migra-
tion, consequently altering function. UV radiation both suppresses the systemic and
cutaneous immune systems and inhibits immune response to skin tumors.34

Oxidative stress and melanoma
Epidermal melanocytes are susceptible to excessive ROS production due to their role
in melanin synthesis. Melanin synthesis is stimulated by sun exposure and inflam-
mation; it requires oxidation reactions and generates superoxide anion and hydrogen
peroxide, thereby increasing oxidative stress on the melanocyte. Oxidative stress in
turn can result in melanocyte apoptosis or lead to malignant transformation.35

Oxidative stress appears to be important for the initiation and progression of
melanoma. Mutations in several melanoma-associated genes develop as a result of
oxidative stress. Some mutations associated with melanoma exacerbate oxidative
stress as well. A common mutation in melanoma, the V600E BRAF mutation, may
be induced by oxidative stress.36 P16 mutations and deletions are associated with the
development of various cancers, but are more commonly found in melanoma and
familial melanoma syndrome. p16 is a tumor suppressor protein, but until recently,
it was not understood why mutations in p16 seemed to be more associated with
development of melanomas than other malignancies. It was found that melanocytes



�

� �

�

Oxidative stress and the skin 175

are more sensitive to p16 depletion than other cell types. p16 was found to be an
important regulator of oxidative stress, as it modulates intracellular oxidative stress
in a cell cycle-independent manner separate from its control of the retinoblastoma
pathway. p16 expression is greatly upregulated in melanocytes exposed to UV light
and oxidative stress. Depletion of p16 in cultured melanocytes greatly increases ROS
levels.37 This oxidative imbalance may also contribute to the initiation and progres-
sion of melanoma. Loss of PTEN, a tumor suppressor protein, is also associated with
melanoma progression. This is likely due to an increased level of superoxide anion
resulting from sustained activation of Akt.38 Mutations in GSTM1 and GSTT1, both
of which belong to the glutathione S-transferase family of AOx genes, are associated
with a high risk of melanoma. This is especially true for such subjects with a his-
tory of childhood sunburns.39 Melanoma tumors have an abnormal redox state, and
melanoma tumor cells have higher intracellular levels of ROS than normal cells.40

Melanoma tumor cells also express abnormally high levels of nitric oxide, and this
increase in nitric oxide correlates with the disease stage.41 The role of oxidative stress
in melanoma is also supported by the evidence that the AOxN-acetylcysteine inhibits
melanoma tumor formation in a melanoma mouse model.42 For this reason, AOxs
are being considered for the prevention and treatment of melanoma.

Vitiligo

Vitiligo is an acquired disorder of skin depigmentation. It is characterized by
loss/destruction of melanocytes in the epidermis. Two main theories of vitiligo
pathogenesis exist: oxidative stress-mediated melanocytic toxicity and autoimmune
antibody-mediated melanocyte destruction. Vitiligo is a skin disease of multifac-
torial etiology. It involves genetic susceptibility and autoimmune, biochemical,
oxidant–AOx, neural, and viral mechanisms.43 Vitiligo has a prevalence of 0.5%
worldwide. While the exact mechanism of vitiligo pathogenesis is unknown, oxida-
tive stress has been shown to play a major role in the initiation of white patches
by the destruction of melanocytes from the accumulation of ROS.44 In addition,
hypersensitivity of epidermal melanocytes to oxidative stress is a known contributor
to vitiligo pathogenesis.45

Some patients with vitiligo have a slightly blue or yellow/green fluorescence of the
affected areas with Wood’s lamp exam. This finding led to the discovery of oxidized
pteridines in the skin. This overproduction of pteridines in the skin was due to a
metabolic defect in tetrahydrobiopterin homeostasis. This imbalance results in the
accumulation of hydrogen peroxide, which is toxic to melanocytes.46

Several studies have been conducted to evaluate the role of oxidative stress as the
initial pathologic event in melanocyte destruction. Alterations in AOx patterns have
been observed in various tissues of vitiligo patients. In addition, elevated levels of
SOD and low levels of CAT activity have been found in the skin of vitiligo patients.47

As previously mentioned, H2O2 has also been found to accumulate in the epider-
mis of patients with vitiligo.48 During oxidative stress, SOD increases to scavenge the
increased levels of superoxide anions, and CAT levels decrease.49 Sravani et al. set
out to evaluate the role of oxidative stress in vitiligo by measuring the levels of AOx
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enzymes in normal patients and patients with vitiligo.47 They concluded that oxida-
tive stress is increased in vitiligo because of the high levels of SOD and low levels of
CAT in the skin of vitiligo patients.47

Intrinsic defenses against free radicals

The skin has an intricate defense network guarding against ROS damage. An enzy-
matic AOx system and a nonenzymatic AOx systemwork in conjunction to neutralize
ROS. Notably, both the concentration and activity of AOxs are higher in the epidermis
than the dermis.30 The main AOx enzymes are SOD, CAT, and glutathione peroxi-
dase. SOD converts superoxide radicals into H2O2 and O2. Then, CAT and glutathione
peroxidase contribute to the reduction of H2O2 to water and O2. Nonenzymatic AOxs
are found in both the lipid-soluble and water-soluble compartments of the cells and
include vitamins C and E, glutathione, and ubiquinol. These work in a coordinated
and self-perpetuating manner to neutralize ROS. For example, glutathione reductase
can reduce the level of oxidized glutathione disulfide, generating glutathione once
again. Then glutathione perpetuates the AOx action by restoring oxidized vitamins C
and E to the normal state so that they can scavenge ROS again. There is a new interest
in NF-E2-related factor 2 (Nrf2). This transcription factor activates the production of
AOx enzymes. Studies have shown that Nrf2 protects the epidermis and fibroblasts
against UVA-induced oxidative damage.50,51

Topical antioxidants

Topical AOxs are now incorporated into sunscreens and cosmeceuticals to replenish
the skin’s natural reservoirs. Topical AOxs reduce UVA-induced oxidative damage and
act as photoprotectants. Product stability and product penetration are important for
the effectiveness of topically applied AOxs: Product stabilization is important because
AOxs are unstable and may become oxidized and inactive before they can reach their
target. Topical AOxs must also be properly absorbed into the skin to reach the target
tissue.

Vitamin C
Vitamin C is the predominant water-soluble AOx in the skin. On a molar basis, vita-
min C is the predominant AOx in the skin. Its concentration is 15-fold greater than
glutathione, 200-fold greater than vitamin E, and 1000-fold greater than ubiquinol.52

It neutralizes ROS in the aqueous compartments of the skin and also aids in regener-
ating the AOx, vitamin E.53 Vitamin C plays other roles in antiaging. It is a cofactor
for enzymes required for collagen synthesis. Topical 1% vitamin C increases collagen
synthesis and decreases collagenase expression.54 Subsequently, a nutritional defi-
ciency of vitamin C results in scurvy. l-Ascorbic acid also inhibits elastin biosynthesis,
which may decrease the elastin accumulation that occurs in aging skin.55 Vitamin C
can aid in photo-induced hyper/dyspigmentation by inhibiting tyrosinase. It can also
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aid in skin hydration through protection of the epidermal barrier.56 Topical use of

vitamin C also has demonstrated photoprotective effects including the reduction of

erythema and sunburn cell formation.57 Because l-ascorbic acid is unstable in a vehi-

cle that can penetrate the stratum corneum, esterified substitutes such as magnesium

ascorbyl phosphate and ascorbyl-6-palmitate are used in cosmeceutical formulations.

Unfortunately, these esterified, stable substitutes do not demonstrate the same AOx

activity in vivo as that of l-ascorbic acid and are inferior AOxs.56

Vitamin E
Vitamin E is a lipid-soluble AOx. Vitamin E protects cell membranes from oxidative

stress. When a ROS attacks a cell membrane, a lipid peroxyl radical is formed that can

set off a chain reaction of oxidation, creating more lipid peroxyl radicals and threat-

ening the cell structure.58 Tocopherols and tocotrienols stop the chain reaction by

scavenging the peroxyl radical. α-Tocopherol is the most abundant form of vitamin

E although it also exists as eight compounds, four tocopherols, and four tocotrienols.

Vitamin E is more abundant in the stratum corneum of the epidermis than in other

parts of the skin.59 The highest concentrations of vitamin E are found in the lower

levels of the stratum corneum. Vitamin E is naturally delivered to the epidermis via

sebum from the sebaceous gland.30 Numerous studies have demonstrated the photo-

protective effects of topical vitamin E in animal skin. Topical α-tocopherol was found

to protect rabbit skin against UV-induced erythema.60 Topical application of vitamin E

to mouse skin resulted in a reduction in lipid peroxidation, photoaging, immunosup-

pression, and photocarcinogenesis.61–63 Vitamin E prevents photocarcinogenesis by

inhibiting UV-induced cyclopyrimidine dimer formation in the epidermal p53 gene.64

α-Tocopherol has modest absorption of UV light (near 290nm), which may add to its

photoprotective character.65

The lipophilic character of vitamin E makes it a good compound for application

to the skin. The hydroxyl group on the chromanol ring is essential for AOx activ-

ity. However, α-tocopherol is not stable in topical formulations unless that hydroxyl

group is esterified. In order for vitamin E to become active again, the ester must be

hydrolyzed. While this easily occurs after oral ingestion, this hydrolysis occurs very

slowly after application to the skin.66 In mouse studies, the esterified α-tocopherol
succinate and α-tocopherol acetate were less effective AOxs for protecting against

UV-induced erythema, immunosuppression, photoaging, and carcinogenesis.67

As previously mentioned, vitamins C and E function in conjunction to maintain

AOx stores in the skin. The functions of these AOxs are dependent on one another for

providing AOx defense: vitamin C regenerates oxidized vitamin E, glutathione regen-

erates oxidized vitamin C, and so on in a self-perpetuating manner. The oral combi-

nation of vitamins C and E in high doses provides protection against UV-induced

erythema in humans, whereas either vitamin alone was ineffective.68 In porcine

skin, the topical combination of 15% l-ascorbic acid and 1% α-tocopherol provided
fourfold protection against UV-induced erythema of thymine dimer formation.69 Top-

ical combinations of vitamins C and E have also been shown to inhibit tanning in

humans.70
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Vitamin A
Retinoids and carotenoids are the two forms of vitamin A used in topical prepara-
tions. Carotenoids such as β-carotene and lycopene act as AOxs by scavenging singlet
oxygen and inhibiting lipid peroxidation.71 Retinoids, on the other hand, increase
collagen production and epidermal thickness by binding to nuclear receptors, RARs,
and RXRs, inhibiting AP-1 and MMP-1 expression.55 Retinoids are commonly found
in cosmeceutical products. While the safety of retinoids in cosmetic products has been
in question since mouse studies suggested the carcinogenic effects of UV radiation,
there is a long-standing evidence from use in clinical medicine that topical retinoids
are safe.72 Retinol, tretinoin, and tazarotene are all marketed for their antiaging prop-
erties.

Drug-induced skin photosensitization

Some drugs are capable of inducing skin photosensitivity by triggering a
ROS-mediated inflammatory response.73 Modern medicine has developed thera-
peutics from the destructive nature of porphyrins by the process of photodynamic
therapy, which is a common treatment for actinic keratoses. Photodynamic therapy
employs porphyrins as photosensitizing agents. These agents are applied topically
or ingested. Exposure to specific wavelengths of red or blue light then causes the
porphyrins to generate ROS that destroy tumor cells.74 In the practice of dermatol-
ogy, aminolevulinic acid or methyl-amino-levulinic acid are the porphyrins used
to treat AKs and other skin tumors such as squamous cell carcinoma, basal cell
carcinoma, and benign viral warts. Generation of singlet oxygen and various other
ROS is required in cutaneous porphyrin photosensitization.74 Both aminolevulinic
acid and methyl-amino-levulinic acid are mainly converted into protoporphyrin
IX intracellularly. Protoporphyrin IX is activated by blue or red light to generate
ROS. The enzyme xanthine oxidase generates the free radical, O•−

2 . Inhibition of
xanthine oxidase with the gout medication allopurinol blocks porphyrin-mediated
photosensitivity responses by blocking the synthesis of O•−

2 .22

Conclusion

Oxygen-free radicals from endogenous and exogenous sources are known to dam-
age the skin and contribute to aging and skin disease. While the skin has a complex
defense system in place to prevent damage by ROS, this innate system can be over-
whelmed, which leads to oxidative stress that may result in skin aging, immunosup-
pression, and skin cancer formation. A better understanding of the sources of ROS
and themechanisms of damage from these radicals would allow better, more targeted,
therapies for prevention and treatment of oxidative stress in the skin.

Multiple choice questions

1 The first step in carcinogenesis of the skin is:

a. Tumor promotor generation of ROS
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b. Polyamine stimulation of cellular proliferation through ROS induction of ornithine decar-

boxylase

c. Oxidative damage to DNA

2 The type of UV radiation that causes direct DNA damage by absorption and induction of

thymidine dimers is:

a. UVA

b. UVB

3 UV radiation alters normal skin immune response by:

a. DNA damage

b. cis-Urocanic acid immunosuppression

c. UV-induced T-suppressor cells

d. All the above
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THEMATIC SUMMARY BOX

At the end of this chapter, students should be able to:

• Describe the main features of rheumatoid arthritis, osteoarthritis, and osteoporosis

• Outline the pathogenesis of these disorders

• Analyze the contribution of oxidative stress

• Revise the mechanisms involved in immune alterations and cartilage degradation

• Point out the mechanistic basis of age-related bone loss

• Infer new therapeutic targets

• Evaluate the impact of skeletal diseases

Introduction

A wide range of evidence supports the contribution of reactive oxygen species (ROS)
and reactive nitrogen species (RNS) to osteoarticular disorders. These chronic condi-
tions have a high prevalence and pose an important public health problem as they
are a major cause of disability. Their pathogenesis is poorly understood although a
number of risk factors have been revealed in recent studies. A better understanding
of the mechanisms that contribute to the initiation and progression of disease can
help to find ways of preventing or treating these disorders.
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Rheumatoid arthritis

Rheumatoid arthritis (RA) is a chronic autoimmune disease that affects 0.5–1%
of the adult population worldwide. RA is characterized by synovial angiogenesis,
hyperplasia of the synovial membrane, and infiltration of immune (e.g., CD4+
and CD8+ T cells, B cells) and inflammatory cells (e.g., neutrophils, monocytes,
and macrophages). Synovial cell transformation and production of inflammatory
mediators and degradative enzymes result in chronic inflammation and degradation
of cartilage and adjacent bone. Synovial fibroblasts exhibit a proliferative phenotype,
invade the cartilage, release proinflammatory cytokines and chemokines, and pro-
duce ROS and catabolic enzymes. In addition, proinflammatory cytokines activate
chondrocytes and osteoclasts to release further inflammatory mediators, ROS, RNS,
and degradative enzymes sustaining chronic inflammation and joint destruction.1

Oxidative stress markers
Redox processes are involved in the regulation of the immune system, as well as
in the metabolism and survival of different cell types in the joint. Nevertheless,
an imbalance between the production of ROS and/or RNS and the activity of the
antioxidant defense systems results in oxidative stress, which contributes to RA
pathology. Increased levels of oxidative stress markers such as nitrite (derived from
nitric oxide, NO) and oxidatively modified proteins, lipids, extracellular matrix
components, and nucleic acids accompanied by a reduction in antioxidant molecules
have been detected in serum and synovial fluid from RA patients. Therefore, IgG
aggregates modified by oxygen radicals (chlorinated IgG [Cl-IgG]) and peroxynitrite
(nitrated IgG [N-IgG]) have been reported in the synovial fluid of RA patients. In
addition, glycoxidation of proteins form advanced glycation end-products (AGE)
that are related to endothelial dysfunction in RA. AGE receptor is upregulated in RA
synovial fibroblasts, and its stimulation by AGE or ligands such as S100 proteins or
high mobility group box-1 induces oxidative stress contributing to the amplification
and chronification of the inflammatory response.2

Oxidative stress production
A number of factors can lead to the generation of oxidative stress in the joints.
There is an increased intra-articular pressure in RA joints, which could result in
ischemia–reperfusion episodes. Leukocytes and other cells can become activated
by extracellular matrix components released upon tissue damage, by inflammatory
cytokines, or by lipopolysaccharides in the presence of infection. As a consequence,
NADPH oxidase activation and inducible NO synthase (iNOS) expression lead to
the generation of high levels of ROS and RNS, which exceed the ability of the
antioxidant defense systems including enzymatic antioxidants (superoxide dismu-
tase [SOD], catalase, glutathione peroxidase, peroxiredoxin), and nonenzymatic
antioxidants such as vitamins C and E, β-carotene, and glutathione. Mitochondrial
dysfunction leading to an increased ROS production can also contribute to the
pathology. In RA, mitochondrial alterations are present in key cell types such as T
cells and synoviocytes, leading to an excessive leakage of electrons from the electron
transport chain and increased superoxide anion (O•−

2 ) production. RNS such as



�

� �

�

Oxidative stress in osteoarticular diseases 185

peroxynitrite radical (ONOO−) are generated by the reaction between O•−
2 and NO

and induce cell damage by the oxidation and nitration of proteins, lipids, and DNA.
ONOO− depletes thiol groups and modifies glutathione balance toward oxidative
stress. Moreover, tissue injury releases iron and copper ions and heme proteins that
catalyze free radical reactions. Some environmental factors such as smoking could
also be involved in the generation of oxidative stress.2

Oxidative stress and the immune system
The functioning of immune cells is influenced by alterations in the intracellular
redox balance. ROS have a physiological role in priming the immune system as
second messengers. Mild oxidative conditions lead to changes in the intracellular
thiol pool of T cells and can mediate the normal immune response. In addition,
exposure of T cells to ROS from activated macrophages amplifies the TCR-mediated
signal transduction and the defense response against pathogens. Nevertheless, the
situation is different in chronic conditions such as RA, where long-term exposure
to oxidants might lead to chronic changes in the redox status of immune cells. T
cells from synovial fluid of RA patients have decreased reduced glutathione and
increased NO levels. These cells exhibit hyporesponsiveness to mitogenic and death
stimuli with a reduced proliferation and a long-term persistence at the inflammation
site. It is likely that early exposure to ROS results in the upregulation of antioxidant
systems such as thioredoxin reductase 1, which protect cells against ROS-driven
apoptosis. RNS contribute to T-lymphocyte dysfunction. After a short exposure, RNS
induce tyrosine phosphorylation of CD3ζ (zeta) chain of the TCR complex and cell
activation. In contrast, when the exposure to RNS is prolonged, T cells downregulate
membrane receptors, such as CD4, CD8, and chemokine receptors, and become
refractory to stimulation. Furthermore, oxidative stress leads to posttranslational
modifications of proteins involved in autoimmunity, for example, type-II collagen
(the main component of cartilage), increasing its antigenicity.3,4

Oxidative stress signaling
ROS are second messengers in intracellular signal transduction upon activation
of cytokine or growth factor receptors. Proinflammatory cytokines such as tumor
necrosis factor-alpha (TNF-α) play an important role in the pathogenesis of RA. They
induce the production of ROS and the synthesis of iNOS and NO generation in differ-
ent cell types. Anti-TNF-α therapy has greatly improved RA treatment. Interestingly,
this type of agent may partly act through the reduction of oxidative stress.5

Proinflammatory cytokines upon interaction with their specific receptors on
the cell membrane activate nuclear factor-kappa B (NF-κB), phosphatidylinositol
3-kinase/Akt-1, and signal transducer and activator of transcription-3 leading to
the transcription of inflammatory genes, including the cytokines themselves in a
positive feedback loop, and matrix metalloproteinases (MMPs) that degrade the
components of cartilage. Oxidative stress results in IκB kinase activation leading
to IκB phosphorylation and the release of NF-κB, which translocates into the cell
nucleus to activate gene transcription. In addition, ROS activate mitogen-activated
protein kinases (extracellular signal-regulated kinase [ERK]1/2, Jun-NH2-terminal
kinase [JNK] and p38) and may directly regulate the activity of transcription
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factors (e.g., NF-κB, activator protein-1, p53, early growth response-1, and hypoxia
inducible factor-1) through oxidative modifications of cysteine residues.2

Toll-like receptors (TLRs) in cell membranes are activated by endogenous
molecules released during inflammation or tissue injury in the joints of RA patients,
namely fibrinogen, heat shock proteins, or breakdown products of hyaluronic acid,
leading to the upregulation of proinflammatory cytokines and chemokines. ROS
are mediators of signal transduction after activation of TLR4, leading to the phos-
phorylation of ERK1/2, Akt, and p38, as well as to NF-κB activation. An abnormal
activation of TLR4 can lead to RA progression.6

Synovial hyperplasia
Synovial hyperplasia and chronic inflammation are associated with a lack of apoptosis
of immune cells and synovial fibroblasts, which depends on the activation of NF-κB
and other signaling pathways inducing the expression of antiapoptotic molecules.
Activation of NF-κB also results in the transcription of cell-growth-promoting factors
such as cyclin D1 and c-Myc. Some antioxidant enzymes such as peroxiredoxin or
thioredoxin reductase may protect synovial cells against apoptosis induced by ROS,
whereas oxidative stress may induce mutations of p53 that contribute to synovial cell
transformation and excessive production of cytokines, MMPs, ROS, and RNS.2

Cartilage damage
An excessive ROS and/or RNS production in RA joints can potentiate cartilage dam-
age as well as osteoclast activation and bone resorption. In addition, ROS inactivate
antiproteinases and depolymerize hyaluronic acid, altering the properties of synovial
fluid.

Chondrocytes express endothelial NOS (eNOS) and iNOS, and produce NO and
O•−

2 that generate ONOO− and hydrogen peroxide (H2O2). In addition, chondrocytes
possess an antioxidant enzyme system formed by SOD, catalase, glutathione perox-
idase, and glutathione reductase, which regenerates reduced glutathione from the
oxidized glutathione at the expense of NADPH.

Cartilage degradation by ROS may result from several mechanisms such as the
inhibition of matrix synthesis and the induction of matrix degradation either directly
by oxidative modification of matrix components or indirectly by inducing the expres-
sion of matrix-degrading enzymes such as MMPs and aggrecanases (Figure 12.1). In
addition, posttranscriptional activation of MMPs is driven by ROS. The latter may
directly oxidize different intracellular and extracellular components including nucleic
acids, transcriptional factors, andmembrane phospholipids. As a result, cellular mem-
branes and extracellular matrix components such as proteoglycans and collagens are
degraded.2

Osteoarthritis

Osteoarthritis (OA) is the most prevalent condition leading to functional limitation
and physical disability among population aged 65 and older. Therefore, OA represents
a heavy economic burden on healthcare systems as the number of older people
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Figure 12.1 Effects of oxidative stress on chondrocytes and cartilage. ECM, extracellular

matrix.

increases. Main risk factors are genetics, aging, obesity, injury, and biomechanical
forces. This condition is associated with progressive hyaline articular cartilage loss,
low-grade synovitis, and alterations in subchondral bone and periarticular tissues.
In OA, there is an imbalance between anabolic and catabolic processes in the joint
with a predominance of the latter. Different mechanisms may contribute to this
imbalance such as reduced repair ability, increased production of proinflammatory
mediators, and oxidative stress. Degradation of joint components in OA is thought
to be largely elicited by mechanical stress and proinflammatory cytokines inducing
ROS production and iNOS expression. Both ROS and RNS can play a role in the
suppression of glycosaminoglycan and collagen synthesis, expression of MMPs, and
activation of proenzymes leading to cartilage breakdown. In turn, products derived
from altered tissues induce further synovial inflammation and joint degradation
in a vicious circle, resulting in the progression of disease and the exacerbation of
clinical symptoms. Chondrocytes show a hypertrophic phenotype and mitochondrial
alterations that may be induced by proinflammatory cytokines and would contribute
to cell death. Therefore, ROS suppress mitochondrial oxidative phosphorylation and
ATP formation, which results in a reduced synthesis of matrix components such
as collagen and proteoglycan. Oxidative stress may also induce telomere genomic
instability and senescence of chondrocytes, leading to cartilage aging. ROS may
cooperate with NO to induce chondrocyte apoptosis and also with other factors such
as AGEs to modify proteins and alter cartilage homeostasis.7–9 The increased ROS
in aging and OA would interfere with normal insulin-like growth factor I (IGF-I)
signaling in chondrocytes, leading to a defective repair ability that may shift the
balance toward an increased catabolism and OA progression.10

Osteoporosis

Osteoporosis, classically defined by a decreased bone mass per unit volume of
bone, is a skeletal disease characterized by a low bone mineral density (BMD) and
deterioration of bone microarchitecture, related to accelerated bone resorption
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and/or low bone formation. This leads to bone loss and fragility and ultimately
increase in the risk of fractures. Quantification of the fracture risk by the so-called
FRAX score takes into consideration BMD and other clinical risk factors, such as
age, race, exercise, calcium intake, and the associated morbidities such as RA and
diabetes mellitus (DM). The high risk of fracture figures for men and all women aged
>50 years (about 20% and 50%, respectively) makes osteoporosis a global health
issue with an enormous socioeconomic impact.

Pathogenesis of osteoporosis
The maintenance of adult bone mass depends on the coordinated actions of
matrix-resorbing osteoclasts, deriving from the hematopoietic lineage, and bone
matrix producing osteoblasts of mesenchymal strain. This involves a process (bone
remodeling) whereby old or fatigued bone is replaced by new bone in each basic
multicellular unit (BMU) on the bone surfaces. BMUs are constituted of osteoclast
and osteoblast lineage cells that act at specific times during the bone remodeling
cycle. This is initiated by the activation of bone resorption, and bone formation
normally ensues in a coupled manner. The activity of both cell types is balanced
when bone formation by osteoblasts matches the amount of osteoclast-dependent
bone resorption within each BMU. On the other hand, uncoupled or unbalanced
bone remodeling associated with an increased number of BMUs per bone surface
area as observed in primary osteoporosis leads to profound alterations in bone mass
and/or structure.

Clinical conditions such as hyperparathyroidism and diabetes mellitus (DM),
particularly type-I DM, and long-term corticosteroid use are frequently associated
with osteoporotic bone loss. In these scenarios, the main pathogenetic factor
responsible for osteoporosis is clearly delineated (e.g., the deficit of insulin in diabetic
patients, a well-characterized osteogenic factor). Osteoporosis is most often due to
postmenopausal estrogen deficiency combined with aging. Indeed, osteoporosis can
now be envisioned as a comorbidity entity encompassing old age.11 In both sexes,
trabecular bone loss begins immediately after reaching peak bone mass, in the setting
of sex steroid sufficiency; but osteopenia (at both trabecular and cortical levels) dra-
matically increases in women after menopause. Thus, estrogen deficiency is thought
to be a key factor accelerating bone loss but other age-related changes, such as
glucocorticoid overproduction, renal insufficiency (causing deficit of calcitriol), and
sarcopenia, significantly contribute to involutional osteoporosis in aging subjects.

Age-related alterations of bone tissue and osteoblastic
function
In rodents, as in humans, bone loss occurs with age. In fact, the bulk of current
knowledge about the development of senile osteoporosis mostly relies on exper-
imental rodent (mainly mouse) models. Of note though, in a difference from
humans, mice do not undergo acute loss of estrogens with age, providing a suitable
experimental tool for dissecting the effects of aging from those of sex steroid
deficiency. Mice also display other particular features such as continuous modeling
at the growth plate and absence of cortical remodeling and lack of Haversian
system in contrast to humans. Notwithstanding these considerations, the main
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histological finding associated with aged bone in rodents and humans is a decline
in bone thickness, likely a consequence of a deficit in the number of osteoblasts
and/or a poor osteoblastic function and low bone remodeling. However, mechanical
properties of skeletal tissue are relatively conserved with aging, likely related to a
maintained subperiosteal apposition that increases momentum of inertia.

A deficit of bone formation is the major culprit of age-related bone loss. It is the
current belief that osteoblasts are unable to balance osteoclast activity in each BMU
of old bone. This is accounted for, in part, by a diminished number of osteoprogen-
itors at the expense of an increased adipogenesis in the bone marrow. Moreover,
the bone content of osteocalcin, a marker of osteoblast maturation, is decreased in
aging humans. Ex vivo osteoblast-like cell cultures from human bone biopsies show
a diminished proliferative capacity and a poor response to calcitriol related to donor
age. The underlying molecular mechanisms of age-related bone loss have remained
poorly understood until recently.12 A decrease in osteoprotegerin/receptor activa-
tor of NF-κB ligand ratio, an important modulator of bone remodeling, has been
reported in mice in this setting: a fact probably related to a decrease in osteoclast pre-
cursors in the bone marrow of aged subjects. Aging mice exhibit an increased activity
of 11 β-hydroxysteroid dehydrogenase type I leading to the activation of endoge-
nous glucocorticoids, which contribute to a reduction in bone cell viability and bone
angiogenesis. Mice with a deficit of telomerase exhibit cell senescence and osteopenia
related to diminished osteoblast function and bone formation.13 A decreased abun-
dance of osteogenic factors, such as IGF-I and parathyroid hormone-related protein
(PTHrP), has also been reported to occur in aged bone.

Oxidative stress and bone loss
Accumulated evidence in recent years indicates that oxidative stress is a pivotal patho-
genetic culprit in aging and other osteoporosis-related conditions (e.g., DM). Aug-
mented oxidative stress has been detected in both old mouse bone and primary
osteoblasts from osteoporotic patients. Oxidative stress markers have been detected in
plasma of subjects with reduced bone mass, and a positive association has been found
between antioxidant vitamin C intake and BMD in postmenopausal women.14 In fact,
the bone-sparing effect of sex steroids seems to likely result from their antioxidant
effects. A major consequence of reduced sex steroid levels is bone loss associated with
an increased bone remodeling; most likely because estrogen or androgen deficiency
induces both osteoblastogenesis and osteoclastogenesis, the latter exceeding the for-
mer due to the prolonged life span of osteoclasts and reduced life span of osteoblasts.
In this scenario, a decrease in oxidative stress defenses has been described in osteo-
porotic bone. Oxidative stress also appears to contribute to diabetic osteopenia. In a
mouse model of this condition, high levels of 8-hydroxydeoxyguanosine, a marker of
oxidative DNA damage, have been detected in osteoblasts and in urine whose levels
were inversely associated with histomorphometric parameters of bone formation.15

In both aging and diabetic subjects, mitochondria produce an excess of ROS,
namely O•−

2 , hydroxyl radical (•OH), and H2O2. The role of ROS in aging has been
reconsidered in recent years. Thus, ROS can be regarded as pro-survival effectors,
which are primarily triggered for homeostatic purposes; as ROS accumulate beyond
a certain threshold, as occurs in elder and diabetic subjects, they contribute to
deterioration of the cell status (Figure 12.2).
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Figure 12.2 General mechanism of aging and bone damage produced by oxidative stress. UFA,

unsaturated fatty acid.

H2O2 is by far the most stable and thus abundant ROS, which can induce
osteoblast apoptosis through a mechanism involving the adaptor protein p66Shc.
In response to H2O2, this protein is released from an inhibitor complex in the
inner mitochondrial membrane. Free monomeric p66Shc induces the opening of the
mitochondrial permeability transition pore leading to the rupture of mitochondrial
integrity and releasing proapoptotic factors. Moreover, a feedback loop occurs based
on further accumulation of ROS by p66Shc-dependent activation of membrane
NADPH oxidases and downregulation of ROS scavenging enzymes by inhibiting
Forkhead box O (FOXO) transcription factors.12 The latter factors are cell defense pro-
teins triggered by oxidative stress that exhibit a winged-helix DNA-binding domain
named Forkhead box and have different functions at distinct stages of the osteoblast
lineage. In mature osteoblasts, oxidative stress promotes FOXOs translocation into
the nucleus upon posttranslational modifications by stress-related kinases including
JNK. In the nucleus, FOXOs regulate the transcription of antioxidant enzymes
such as SOD and catalase as well as DNA repair genes, decreasing oxidative stress
and osteoblast apoptosis. On the other hand, FOXO activation in osteoprogenitors
results in the inhibition of bone formation through interaction with Wnt/β-catenin
signaling. This pathway promotes the progression of osteoblast precursor cells to
bone-producing osteoblasts through the association of β-catenin with the T-cell
factor (TCF)/lymphoid-enhancer binding factor family of transcription factors that
regulates the expression of osteogenic genes. Binding of β-catenin to FOXOs diverts
the limited pool of β-catenin from TCF- to FOXO-mediated transcription and thus
decreases osteoblastogenesis. Consistent with these concepts, aging mice display
oxidative stress associated with an increase in the FOXO-dependent antioxidant
compensatory response. As chronological age advances and ROS increase, FOXO
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may eventually aggravate rather than alleviate the age-associated damage to bone
by diminishing osteogenic Wnt signaling, thus decreasing bone formation.

Lipid oxidation induced by oxidative stress also seems to have an important
role in age-related osteopenia. Lipid-oxidizing activity of Alox12 and Alox15
lipoxygenases and 4-hydroxynonenal, a product of lipid peroxidation, increase in
old mouse bone associated with osteoblast apoptosis. It has also been reported that
urinary excretion levels of 8-iso-prostaglandin F2α, a major prostaglandin derivative
generated by nonenzymatic free radical-catalyzed oxidation of arachidonic acid
and a reliable lipid peroxidation biomarker, were negatively associated with BMD
in a wide age-range population of men and women. Moreover, lipid oxidation
has been reported to inhibit the osteogenic action of factors such as bone mor-
phogenetic protein-2 and PTH but activate the restraining effects of peroxisome
proliferator-activated receptor-γ (PPAR-γ) on osteoblastogenesis. Current data also
indicate that the product of Klotho gene, a coreceptor for fibroblastic growth factor
(FGF)-23 produced by osteocytes, may act as a modulator of oxidative stress and
cell aging.16 The extracellular domain of Klotho protein can be secreted and exerts
endocrine actions, including protection against oxidative stress through FOXO
activation. Mice deficient in either Klotho or FGF-23 present premature aging and
osteopenia with reduced cortical thickness and low bone formation and remodeling,
as occurs in involutional osteoporosis.
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Multiple choice questions

1 Rheumatoid arthritis is characterized by

a. Mitochondrial homeostasis

b. Downregulation of advanced glycation end-products

c. Increased expression of antioxidant systems

d. Chronic changes in the redox status of immune cells

e. Apoptosis of synovial cells

2 What statement is correct concerning osteoarthritis?

a. Aging is an important risk factor

b. Inflammation does not contribute to disease

c. Collagen synthesis is enhanced by oxidative stress

d. The repair ability of chondrocytes is normal

e. There is a predominance of anabolic processes in the joint

3 The major mechanism causing osteoblastic dysfunction in age-related osteopenia is:

a. Increased osteoclastogenesis

b. Oxidative stress
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c. Augmented production of endogenous glucocorticoids

d. Immobilization

e. Fractures
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THEMATIC SUMMARY BOX

At the end of this chapter, the student should be able to:

• Know the limitations of rodent models

• Understand an alternative large animal model for orthopedic research

• Understand the process of investigating a potential therapeutic agent

• Describe how gene therapy can be used to modify the degenerative processes of arthritis

• Understand the current status of the application of gene therapy to the treatment of
arthritis

Introduction

The study of gene therapy for the treatment of arthritis has been conducted using
horses in the animal model. The rationale for the selection of the animal model, the
decisions guiding the investigation of cDNA gene introduction for therapy, and the
current status of the development of the therapy are described as an example of an
investigatory process used to develop a new therapy.

Animal model considerations

The development of a therapy for a human condition obviously requires the inves-
tigation of that therapy in an animal model. Most of such studies are conducted in
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rodents or rabbits. These species offer many advantages. They are relatively inexpen-
sive to produce. They can be bred or, particularly in the case of rodents, genetically
manipulated to produce very specific phenotypes and genotypes. Research animal
care facilities have extensive experience housing and caring for these rodents and
rabbits. Society does not highly value these species, so that their use in research does
not provoke public reaction.

The shortcomings of rodent and rabbit models have become increasingly obvi-
ous over decades of research, however. High-profile studies taken from rodents to
clinical trials in humans have demonstrated a number of serious failures. Even given
appropriate animal numbers and research design, the metabolism, physiology, and
biomechanics of these small animals may not sufficiently mimic the attributes of
human beings to reliably permit the direct application of therapeutic responses devel-
oped in rodent and rabbit animal models to the treatment of human beings.1,2

The use of animals other than rodents and rabbits in the development of therapeu-
tic agents is not new, but occurs in a small portion of research using animal models.
Using large domestic species as research models poses a number of problems. Animal
care facilities are not accustomed to housing or caring for these species, particularly
cattle and horses. They are individually more expensive than smaller species. There
is also some public resistance to the use of horses as research animals.

The large domestic species, such as sheep, cattle, and pigs, have all been used as
animal models. Horses have been used rarely, but offer excellent animal models for
the study of orthopedic problems especially arthritis. Unlike rodents and rabbits and
even the smaller food animal species, sheep and pigs, horses have joints of similar size
to humans and unlike cattle can be handled without extensive specialized facilities.
The dense connective tissues of the joint, the articular surfaces, and the volume of
the joint spaces approximate those of the supporting limb joints of humans more
closely than any other readily available species. They suffer arthritic degeneration as
a naturally occurring condition. The equine genome shows nearly 50% conserved
synteny with human chromosomes.3

The nature and origins of horses

Horses are themost athletic domestic animal. The cardiopulmonary capacity of horses
(160ml/kg/min VO2 max) is considerably greater than other athletic species such
as humans (69–85ml/kg/min VO2 max), dogs (100ml/kg/min), and racing camels
(51ml/kg/min VO2 max). Horses are also the fastest of the domestic species capa-
ble of speeds up to 19m/s besting people (10–11m/s), dogs (16.6m/s), and camels
(10–11m/s).4

There are hundreds of breeds of horses. The athletic abilities of the light breeds
of horses, those bred for speed and not heavy draft work, are a result of evolution
to occupy open grasslands where survival required the ability to travel distances and
to outrun predators. Other breeds, those selected for draft work, originate from the
European forest horse. There is tremendous variation among the breeds of domestic
horses because of these diverse origins, human selection for traits, and interbreeding
between breeds. The phenomic diversity between breeds is considerable, and basic
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traits such as muscle fiber type predominance, type I to II, can vary by 20% to 80%.5

However, the variation within each breed is much less so that a specific breed can
provide phenomic and genomic consistencies. For instance, 80% of the genome of
Thoroughbred horses is derived from just 31 horses.6

As a model for joint disease, Thoroughbred horses or related breeds have been
used. The Thoroughbred breed was developed in the 17th and 18th centuries and
the lineage of each individual has been recorded by the breed registry beginning in
1791. Selective breeding has biomechanically and physiologically adapted the breed
to high-speed exercise. The selection for speed has reduced the size of the extremi-
ties, thus reducing the energy required to move them and increasing the velocity of
their movement. The loads imposed by the repetitivemovement of locomotion on the
anatomical components of the limbs are also increased and contribute to the preva-
lence of traumatic arthritis. Because the joints of horses are similar in size to themajor
joints, the hip and knee, of people and they suffer traumatic arthritis, they are becom-
ing increasingly accepted as an appropriate model for traumatic arthritis in people.

Pathobiology of joint disease

The properly functioning joint has supple, smooth cartilage surfaces that minimize
friction between the bones of the articulation. The maintenance of the optimized
frictionless surface and the cartilage tissue requires an intricate organ system that is
the joint.

Cartilage is a complex tissue composed primarily of ground substance, collagen,
and chondrocytes. Proper function of cartilage depends upon the healthy chondro-
cytes to maintain the resilient ground substance and the smooth low friction surface
of the tissue. The cartilage is supported by the underlying subchondral bone and
nourished by the joint fluid produced by the synoviocytes lining the joint capsule.

The subchondral bone mechanically supporting the cartilage determines the
geometry of the joint surface and provides cushioning of the forces imposed on
the articular surfaces. Proper functioning of subchondral bone aids in protecting
the cartilage from the compressive forces of locomotion. The cartilage is attached
to the underlying bone by collagen fibers that arc through the ground substance
of the cartilage and anchor into the bone. These fibers support the ground sub-
stance and attach the cartilage to bone countering the shear forces imposed by the
articulating bones.

The synoviacytes of the synovial membrane produce a complex viscoelastic fluid
that provides lubrication and nourishes the chondrocytes. Cartilage is avascular so
that the joint fluid produced by the synovial fluid is the only source of nutrition for
cartilage. The synovial membrane is a verymetabolically active tissue playing a critical
immunological role and producing synovial fluid.

Traumatically induced arthritis is initiated by mechanical injury to the bone, joint
capsule, or ligaments of the joint. This can occur in an almost infinite number of ways
and most frequently involves multiple joint components. Disruption of the mechan-
ical integrity and stimulation of an inflammatory response within the joint leads to
the biochemical and cellular processes described in the previous chapter.
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On the tissue level, the synovial membrane becomes thickened initially with
edema and inflammatory cell invasion. Overtime, the synovial membrane becomes
fibrotic and the synoviacytes are lost. Consequently, the synovial fluid becomes
less viscous and loses its nutritional value to the chondrocytes. The subchondral
and periarticular bone respond to chronic mechanical or inflammatory insult.
Subchondral bone typically becomes more dense with the addition of more mineral,
losing flexibility and hence the ability to protect the articular cartilage from excessive
compressive loading. The bone on the margins of the joint where the fibrous joint
capsule attaches becomes proliferative and produces spur-like bone growth.

The cartilage being the leastmetabolically active tissue in the organ is at a great risk
of damage as a result of the changes induced by mechanical stress and inflammation
in the organ as a whole. Damage to the cartilage is, for the most part, irreversible.
The proinflammatory cytokines, produced in response to the injury, induce reac-
tive oxygen species (ROS) production and iNOS expression. Both ROS and reactive
nitrogen species (RNS) lead to the suppression of glycosaminoglycan and collagen
synthesis. Both of these are essential to the maintenance of cartilage ground sub-
stance. The expression of matrix metalloproteinases (MMPs) and the activation of
proenzymes lead to cartilage breakdown. Loss of nutrition leads to injured chon-
drocytes and cell apoptosis. Continuing release of proinflammatory cytokines and
enzymatic substances from damaged tissues leads to more synovial inflammation
and joint degradation. This becomes a cyclic process in a progressive degenerative
condition with ever worsening clinical signs.

Current therapy for traumatic arthritis

The stimulus for the development of a gene therapy is the inadequacy of current
pharmaceutical therapies. Nonsteroidal anti-inflammatory drugs (NSAIDs) are
the standard therapy in medicine and veterinary medicine. These drugs block the
cyclooxygenase isoenzymes (COX I and COX II) and prevent the production of
prostaglandins, blocking some of the signs of inflammation, vasodilation, and pain.
Intra-articular injection of hyaluronan and the oral administration of chondroitin
sulfate and glycosamine are common treatments and may help reduce inflammation
or contribute in some incompletely described ways to the return to homeostasis in
the joint. However, they produce short-lived therapeutic effects and are not listed
as recommended therapies by the American Academy of Orthopedic Surgeons
(AAOS).7,8 Intra-articular administration of corticosteroid has some chondroprotec-
tive effect and is recommended by the AAOS, but has a limited duration of effect. All
the available therapies are palliative. They do not effectively interdict the long-term,
cyclic degenerative process in the joint.

Attempts to develop pharmacologic agents that disrupt the action of the proteases
that breakdown the extracellular matrix of cartilage, such as stromelysins, aggre-
canases, and collagenases, have not been successful. Advanced clinical trials of a drug
to inhibit iNOS have been halted because of lack of efficacy. An effective therapy to
end the degenerative processes of arthritis remains elusive.
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Development of gene therapy in horses

The goal of gene therapy is to insert cDNA into the cells of the joint to induce the
production of anti-inflammatory cytokines that would stop the cyclic inflamma-
tory/degenerative processes of arthritis.7

A useful gene therapy has a number of essential properties. It must be safe. Nei-
ther the cDNA nor the transfecting agent can induce a noxious response, particularly
a long-term or life-threatening response such as cancer or genetic mutation. It must
be efficacious. It must induce long-term production, by a large population of cells,
of high concentrations of an anti-inflammatory cytokine that interdicts the inflam-
matory/degenerative cycle. To create a therapy that meets these requirements, both
the cDNA and transfecting agent must be tested and refined. To this end, a number
of studies have been conducted primarily in horses to develop a gene therapy for
traumatic arthritis.

The safety and efficacy of the cDNA depends on the selection of the appropriate
anti-inflammatory mediator and the accurate replication of the coding sequence of
the species. The genomes of both horses and humans have been sequenced so that
species-specific cDNAs can be generated.3

Gene selection

Considerable research into the role of cytokines in the inflammatory process indicates
that interleukin-1 (IL-1) concentrations are increased in osteoarthritic joints follow-
ing trauma, and are produced within the joint by chondrocytes and synovial cells.
The increased IL-1 concentrations drive the progression of osteoarthritis (OA).8 IL-1
is known to be the most potent physiological inducer of chondrocytic chondrolysis.9

At picogram concentrations, IL-1 inhibits extracellular matrix production in cartilage
by blocking collagen type II and proteoglycan synthesis and by enhancing the rate of
chondrocyte apoptosis.10 Slightly higher concentrations induce proteolytic enzyme
synthesis in chondrocytes, driving enhanced production of MMPs and aggrecanases
that degrade the cartilaginous matrix.11 IL-1 is a primary mediator of the inflam-
matory cascade and stimulates articular cells to produce numerous downstream OA
effector molecules including cyclooxygenases I and II; nitric oxide (NO); phospho-
lipase A2; prostaglandin E2 (PGE2); proinflammatory cytokines such as IL-6, IL-8,
IL-15, and IL-18; and chemokines such as CXC-2, CXC-5, CXC-10 and CCL-3, CCL-5,
CCL-7.12 Release of these agents further stimulates cartilage matrix degradation and
causes bone erosion, synovitis, fibrosis, and pain sensitivity.12–15

The pivotal role of IL-1 in the development of OA has been demonstrated in vivo
in human cell culture models. Transection of the anterior cruciate ligament in dogs
induces IL-1 synthesis by the synovium and articular chondrocytes, and, predictably,
OA.16–19 Studies conducted by Amin, Abramson, Attur and colleagues provide the
most compelling evidence of the role of IL-1 in human OA.20–22 Human articular car-
tilage recovered from OA knees and grown in cell culture demonstrated elevated NO,
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PGE2, MMPs, and IL6 dependent on the exposure to IL-1. IL-1 is the critical inflam-
matory mediator, the prime target for interdiction of the inflammatory/degenerative
cascade.

In the homeostatic joint, the proinflammatory action of IL-1 is blocked equally
effectively by the anti-inflammatory action of IL-1 receptor antagonist (IL-1Ra) or
soluble IL-1 type-II receptor antagonist (sIL-1RII). In the transected ACL model in
dogs, repeated injection of IL-1Ra beginning shortly after transection effectively
blocked MMP synthesis, suppressed early degenerative changes in the articular
cartilage of the tibial plateau and femoral condyles, and reduced the number and
size of periarticular osteophytes compared to the control joints.23 Clinical trials of a
recombinant IL-1Ra (anakinra, Kineret®) produced relief of clinical signs, but in a
double-blinded trial against a placebo, the effect only lasted 4 days postinjection.24

IL-1Ra does not have the signaling activity provided by recruitment of IL-1R
accessory protein (IL-1R-AcP) and has a half-life in the joint of less than 1h. IL-1
has a potent spare signaling effect so that IL-1Ra must be maintained at 10–100 fold
molar excess to block IL-1 effectively. Conversely, sIL-1RII binds and inactivates IL-1.
However, the cDNA for sIL-1RII is larger than that of IL-1Ra. The cDNA for IL-1Ra
is easily expressed at high concentrations and recombinant IL-1Ra is used therapeu-
tically. Because it can be used to create a smaller transfecting packet that will readily
enter cells and induce the synthesis of high concentrations of a protein that is know
to be therapeutically effective, the gene selected for therapeutic development is that
coding for IL-1Ra.

Delivery system

The ideal delivery system effectively carries the genetic material into the target cells,
does not move outside the target organ, produces no local or systemic immune
response, and carries no viral genetic material that would cause disease directly
or induce genetic changes leading to disease. Both nonviral and viral options are
available for use as a transfecting agent to carry the cDNA into the cells of the joints.
Nonviral delivery systems are not effective, but a viral system using recombinant
adeno-associated virus (AAV) has been shown to provide an effective, stealthy
delivery system.

AAV vectors provide several advantages. (i) In people, the wild-type virus is not
associated with any pathologic conditions. (ii) The recombinant form contains no
native viral coding sequences, reducing the immunogenicity of transfected cells. (iii)
AAV vectors can infect both dividing and quiescent cells. (iv) In many applications in
vivo, persistent transgenic expression has been observed. (v) The recombinant form
does not integrate into the genome of the target cell with significant frequency.25 (vi)
The small size of the viral particle (20–30nm) permits penetration into then cells of
tissue with dense extracellular matrix.

Refinement of the AAV vector was necessary to improve the slow onset of gene
expression. A self-complementary, double-strand vector is much more effective, pro-
ducing a rapid onset and a 20-fold increase in gene expression.26 Packaging or pseu-
dotyping the vector in different capsid serotypes alters the tropism of the vector and
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often improves transduction. It also varies the antigenicity and enables selection of

least antigenic types for the initial treatment, allowing alternative capsid variants for

repeat treatments. The refinement of the delivery system over 15 years has led to

an AAV system that has an acceptable level of biosafety and a high degree of gene

delivery efficiency.27

Studies developing gene therapy for arthritis

One model of traumatically induced arthritis in horses has been used for the studies

of gene therapy. In this model, a small osteochondral fragment is created on the radial

carpal bone using arthroscopic surgical techniques. Controlled exercise on a treadmill

is initiated as soon after the surgery as the arthroscopic portals are healed. The carpus

of the horse is the major joint in the forelimb approximately midway between the

foot and the body. As the name suggests, the equine carpus is analogous anatomically

to the human wrist and is composed of multiple bone and three major articulations.

The model mimics a naturally occurring injury in horses that occurs with the stresses

of high-speed exercise and results in osteoarthritis.28–32

The first study used a first-generation adenovirus vector and gene coding for

human IL-1Ra. A clear chondroprotective effect was observed at 8weeks, but a

cell-mediated immune response to both the adenovirus and the human protein

abbreviated the duration of IL-1Ra production.33 While obvious problems limited

the production of IL-1Ra, the feasibility of using direct viral-mediated IL-1Ra gene

delivery was demonstrated.

A series of cell culture studies using human and equine fibroblasts identified

several AAV capsid serotypes that were effective transducers (AAV1, AAV2, AAV3,

AAV5) and some (AAV7, AAV8, AAV9) that were not. To test serotype efficiency in

vivo, scAAV vector containing human IL-1Ra was packaged into AAV2, AAV5, and

AAV8. Vector preparations containing ∼2× 1011 viral genomes of each serotype were

injected into the intercarpal and metacarpal joints of several Thoroughbred horses.

Human cDNAwas selected because the reagents to measure human Il-1Ra were com-

mercially available and those for equine IL-1Ra were not.

Measurement of the concentrations of human IL-1Ra in the synovial fluid using

ELISA over a 10-week period showed that each serotype elevated the steady-state

concentrations in synovial fluids to between 500 and 1500pg/ml for at least 1month.

The AAV5 serotype produced about 2× higher expression than AAV2 or AAV8. How-

ever, all three serotypes generated functional levels of IL-1Ra even at the conservative

dose administered.

To determine the cell types transfected, scAAV was packaged with genome for

fluorescent green protein and injected into healthy forelimb joints of Thoroughbred

horses. Following euthanasia 10 days after injection, fluorescence was clearly obvi-

ous in synovial cells particularly in the villi and even some chondrocytes. In later

studies, injection of the same package into arthritic joints produced greatly increased

transfection of all tissues but particularly cartilage in damaged areas. The increased

transfection is likely due to reduced ECM and greater exposure of the chondrocytes to
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Figure 13.1 Normal and osteoarthritic synovium and cartilage transfected with scAAV

packaged with genome coding for fluorescent green protein 10 days postinjection. (See color

plate section for the color representation of this figure.)

the transfecting agent, as well as inflammation-induced activation of the regulatory
sequences driving gene expression (Figure 13.1).

To determine the duration of increased IL-1Ra production and the effect of trans-
fecting dose, optimized equine cDNA was packaged in AAV and injected into the
joints of normal horses. Dose rates 1×1011 to 1×1013 viral genomes were used, and
sampling was continued for more than 6months. At dose rates of 1× 1012 vg and
above, IL-1Ra concentration in the joint fluid samples was greater than that previ-
ously demonstrated to be chondroprotective and persisted for more than 6months
after injection.34

Furthermore, no effect was noted in any control joints indicating that a treat-
ment effect was contained in the injected joints. Subsequent studies indicated that
the cDNA could not be found outside the fibrous joint capsule of the injected joint.
No other organs including regional lymph nodes or spleen contained meaningful
amounts of the injected cDNA.

Because the optimized equine cDNA packaged in a minimally antigenic AAV cap-
sid effectively increased IL-1Ra concentrations to assumed therapeutic concentra-
tions, produced no adverse responses locally or systemically, and all synthetic DNA
material was contained to the treated joints, studies of the efficacy of the therapy
in controlling the degenerative processes of arthritis were undertaken. A short-term
efficacy study was conducted in 20 horses using the carpal chip model. Treatment was
given 2weeks following the creation of the osteochondral fragment. Monitoring of
the joints withmagnetic resonance imaging, radiographs, sequential sampling of joint
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fluid, subjective lameness evaluation, kinematic analysis, and repeat arthroscopic
examination indicated that increased IL-1Ra concentrations in the joint fluid does
occur and that the signs of osteoarthritis are effectively reduced during the 8weeks
following injection. A long-term study is currently underway to determine if gene
therapy for arthritis using cDNA for IL-1Ra will effectively control the development
of osteoarthritis following joint trauma.

Multiple choice questions

1 Cartilage is nourished by:

a. Capillaries in the cartilage

b. Synovial fluid

c. Bone marrow

2 NSAIDs do not control the proteases that breakdown the extracellular matrix of cartilage:

a. True

b. False

3 The goal of gene therapy for arthritis is to inhibit the inflammatory cytokine:

a. IL-1

b. VEGF

c. Retinaldehyde
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Muscle and oxidative stress
Reza Ghiasvand and Mitra Hariri
Department of Community Nutrition, School of Nutrition and Food Sciences, Isfahan University of Medical Sciences,

Isfahan, Iran

THEMATIC SUMMARY BOX

At the end of this chapter, students should be able to:

• Understand how free radicals are produced during exercise

• Be able to describe the effect of free radicals on muscles

• Be able to discuss the role of vitamins C and E in oxidative stress reduction

• Understand which antioxidant nutrients can help in myopathy and muscle dystrophy
treatment

• Understand which factors may cause muscle cramps and how nutrition helps to
relieve it

• Be able to give nutritional recommendations to athletes and patients for preventing
muscle disease

• Search and find new diets and supplements for oxidative stress reduction

The well-documented benefits of regular physical exercise include reduced risk
of cardiovascular disease, cancer, osteoporosis, and diabetes.1 Beneficial effects
caused by exercise are decreased adipose tissue, altered lipid and hormonal profiles,
receptor and transport-protein adaptations, improved mitochondrial coupling, and
alterations to antioxidant defenses.2–4 Aerobic organisms increase the production
of reactive oxygen species (ROS) during normal respiration and inflammation so
antioxidant defenses are necessary.5 Exercise can create an imbalance between
oxidant and antioxidant levels, a situation known as oxidative stress.6,7 The gen-
eration of oxygen-free radicals and lipid peroxides increases during exercise.7,8

Produced free radicals in an unconditioned individual will induce oxidative damage
and result in muscle injury.8 New studies show increased oxygen consumption in
prolonged exercise increases the production of superoxide radicals that results in
lipid peroxidation by-products in muscle and whole body; therefore, these mediators
are associated with deleterious effects in host.9,10 Recent in vivo and in vitro animal
and human studies provide evidence that the effect of free radical generation during

Oxidative Stress and Antioxidant Protection: The Science of Free Radical Biology and Disease, First Edition.
Edited by Donald Armstrong and Robert D. Stratton.
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and after exercise depends on the rate of oxygen consumption and presence of
cellular antioxidant defense mechanisms.11,12 Free radicals may cause muscle protein
break down, elevation of lipid peroxidation, and depletion of muscle antioxidants,
but the exact mechanisms of this oxidative stress has not been discovered yet and
are under investigation in laboratories around the world.

Loss of Ca2+ homeostasis may be an important event in increasing exercise-caused
free radical generation. Decrease in cellular thiols and enhancement of intracellular
Ca2+ may raise free radical generation, membrane lipid peroxidation, and exhaustion
of intracellular enzymes.13 Cannon et al. discovered a significant positive correlation
between superoxide radicals and plasma creatine kinase activity by using a single bout
of downhill running in men and women.13 In addition, exhaustive running among
animals may cause decreased oxidative capacity in adipose tissue mitochondria.14

Several sources may produce free radicals during or after exercise: (i) the mito-
chondrial oxygen radicals that avoided antioxidant enzymes present in themitochon-
dria may enter the sarcoplasm; (ii) the capillary endothelium, because hypoxia or
reoxygenation process during exercise may create free radicals; and (iii) muscle or
tissue damage during exercise causes inflammation in cells and create an oxidative
burst from inflammatory cells.15

The results of different studies show that skeletal muscle fibers contain a high
antioxidant capacity and a large amount of antioxidant enzymes to reduce the dam-
aging effects of ROS.16 This reflects the fact that free radical formation occurs in a
large amount of muscle.

Oxidative stress does not just cause pathological conditions. Recent evidence
suggests ROS also act as important signaling molecules in muscle contraction and
adaptation.17 The effects of ROS are dose dependent and, at high levels, develop
toxic effects on the cell and exert profound changes in gene expression. ROS can
reduce lean body mass by stimulating the expression and activity of skeletal muscle
protein degradation pathways.18 These compounding factors of oxidative stress
may ultimately lead to muscle wasting and may cause muscular diseases such as
dystrophy, myopathy, soreness, and cramps. Multiple enzymatic and nonenzymatic
antioxidant defense systems are present in cells to protect the membranes and other
cell organelles from the damaging effects of free radical reactions. These include
vitamins C and E, coenzyme Q10, superoxide dismutase (SOD), and glutathione
peroxidase. Many studies have been done on the effect of antioxidants and muscle
disorders, but most are on vitamins C and E.19,20 The purpose of this chapter is to
describe muscular disease that may be caused by oxidative stress and how nutrition
can help in the treatment of these diseases. We also discuss the most popular
antioxidants in relation to muscle.

Vitamins E and C and oxidative stress in muscle

All cell membranes have vitamin E (α-tocopherol) as an antioxidant. The inner mito-
chondrial membrane is the main store place for vitamin E. Studies show the defi-
ciency of vitamin E increases susceptibility to free radical damage during exercise in
rats and leads to premature fatigue (40% decline in endurance capacity) because
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vitamin E deficiency depresses respiratory control of muscle mitochondria and it
cause vulnerable of lysosomal membranes.21,22 The vitamin E content of skeletal
muscle is 50% of that seen in liver, heart, and lung tissue (20–30nmol/g). Mey-
dani et al. measured the vitamin E concentration in skeletal muscle after vitamin
E supplementation.23 All participations took 800 IU α-tocopherol/day (800mg/day)
for 4weeks. After 15 days, the plasma concentration of α-tocopherol increased 300%
but γ-tocopherol concentration decreased 74% and was maintained at this plateau
until the end of study. Muscle biopsies indicated a significant increase in α-tocopherol
(53%) and decrease in γ-tocopherol after supplementation in comparison with base-
line values (from 37.6±7.0 to 57.3±12.1 nmol/g, P< 0.0001). Scientists believe a
significant inverse relation between plasma α-tocopherol concentration and the per-
centage of type I muscle fibers; therefore, this inverse relation may prove that to
reduce oxidative stress, a person with high physical activity and a high percentage
of type I fibers may have a greater requirement for vitamin E than those with more
type II glycolytic fibers.15 Type I fibers, also called slow twitch or slow oxidative fibers,
contain a large amount of myoglobin, many mitochondria, and many blood capillar-
ies. Type I fibers are red, use ATP at a slow rate, have a slow contraction velocity,
are very resistant to fatigue, and have a high capacity to generate ATP by oxida-
tive metabolic processes. Such fibers are found in a large number in the postural
muscles of the neck. Type IIA fibers, also called fast twitch or fast oxidative fibers,
contain a very large amount of myoglobin, many more mitochondria, and many
more blood capillaries. Type IIA fibers are red, have a very high capacity for gen-
erating ATP by oxidative metabolic processes, split ATP at a very rapid rate, have
a fast contraction velocity, and are resistant to fatigue. Such fibers are infrequently
found in humans. Type IIB fibers, also called fast twitch or fast glycolytic fibers, con-
tain a low content of myoglobin, relatively few mitochondria, relatively few blood
capillaries, and a large amount of glycogen. Type IIB fibers are white, geared to gen-
erate ATP by anaerobic metabolic processes, not able to supply skeletal muscle fibers
continuously with sufficient ATP, fatigue easily, use ATP at a fast rate, and have a fast
contraction velocity. Such fibers are found in a large number in the muscles of the
arms.

During oxidative stress, vitamin E in cell membranes scavenges ROS, becoming a
radical. Cytosolic water-soluble antioxidants such as vitamin C reduce vitamin E rad-
icals by donating an electron.24 The results of human and animal studies show that
after-exercise antioxidants such as plasma vitamins C and E and uric acid increase,
but acute submaximal exercise has been shown to decrease vitamin E concentra-
tions in skeletal muscle.25–27 However, only a few human studies have examined the
interaction between vitamin E and exercise. The results suggest that vitamin E sup-
plementation decreases oxidative stress and rates of lipid peroxidation, and vitamin
E requirements may increase with exercise.28 The amount of lipid peroxidation is
increased after exercise, and vitamin E supplementation can reduce this increased
lipid peroxidation. Sumida et al. examined the effect of vitamin E supplementation
on oxidative stress and found that supplementation with vitamin E decreases the
increased amount of circulating aspartate transaminase, β-glucuronidase, and the
rate of lipid peroxidation caused by exercise.29 The beneficial effect of vitamin E
on oxidative stress after exercises was shown by Meydani et al. in young and older
men and in women.30 These scientists showed vitamin E supplementation 800 IU
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(800mg) β-tocopherol/day for 48 days decreased oxidative injury caused by exercise
in all participants. Data of this study verify the result of other studies about increas-
ing concentrations of vitamins E and C after supplementation, but after correction
for changes in plasma volume, the differences were no longer significant. These data
suggest that previously observed increases in these vitamins (none of which were
corrected for plasma volume changes) were most likely a result of exercise-induced
hemoconcentration. Vitamin E supplementation may help in reducing the amount
of membrane damage because of oxidative stress in untrained subjects, but there is
little evidence that vitamin E benefits high-performance athletes.31,32 Yet, there have
not been any well-controlled studies about vitamin E supplementation and oxidative
stress that can prove ergogenic effects of vitamin E supplementation among athlet-
ics. A review of the effect of vitamin E on athletics’ performance, such as maximal
oxygen uptake, muscle strength, swimming endurance, or blood lactate concentra-
tions, and cardiorespiratory fitness tests showed no beneficial effect.33 Other studies
showed a potential ergogenic effect of vitamin E, for it was found that vitamin E sup-
plementation was associated with an increased anaerobic threshold and decreased
expired pentane production during cycle ergometry in high-altitude environments.34

The result of a relatively large number of well-conducted investigations is that vita-
min C has no ergogenic effect in athletes without vitamin C deficiency. Therefore,
vitamin supplements may have beneficial effects on improvement in time to run a
specific distance or increased maximal oxygen uptake among athletics especially with
antioxidant deficiency.35

Muscular disease and nutrition

Muscular dystrophy
Muscular dystrophy (MD) is a family of muscle diseases that weaken the muscles
responsible for movement. Muscular dystrophies are defined as very progressive dis-
ease that make skeletal muscles very weak and are responsible for the death of muscle
cells and tissue, so these diseases cause deficiency in muscle proteins. National Insti-
tute of Neurological Disorders and Stroke explains muscular dystrophy as a genetic
sickness that causes progressive weakness and degeneration of the musculoskeletal
system.35

Duchennemuscular dystrophy (DMD) is themost common form ofmuscular dys-
trophy. In this disease, dystrophin is the gene responsible for producing the affected
protein. Studies show there is no treatment for muscular dystrophy, but a diet with
high amount of protein, vitamin and mineral supplements, and herbs may perhaps
improve muscle strength.36 Scientists believe oxidative stress is a main pathologic
factor in DMD because skeletal muscles of these patients show increased oxidative
damage markers such as by-products of lipid peroxidation and carbonyls.37 Several
symptoms of DND, including muscle fatigue and cardiomyopathy, may be the result
of increased oxidative stress in the muscles. One potential therapy is coenzyme Q10

(CoQ10).
38 CoQ10 is a hydrophobic molecule that binds to the inner mitochondrial

membrane and acts as an electron acceptor molecule for complexes I and II of the
respiratory chain. CoQ10 supplementation and incorporation into mitochondria can
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fortify the antioxidative activity of NADH and create metabolic support to muscle.38

The antioxidative activity of CoQ10 is able to reduce the excessive oxidative radicals
and calcium overload in DMDmuscles. In addition, CoQ10 can decrease calcium accu-
mulation in mitochondria and regulates the mitochondrial transition pore.39 Animal
studies in exercised X-linked muscular dystrophy (mdx) mice showed that CoQ10

treatment increases the strength by 42% compared to that of controls. CoQ10 is pre-
sumably so important to muscle cells; contributes to growth control, cellular energy
production, and other vital functions; and it deserve special attention for persons with
muscular dystrophy.38 A small quantity of CoQ10 is found in different foods. CoQ10

is made in most young people’s body but a person with muscular dystrophy makes
too little and has higher requirements because of the illness. Two placebo-controlled
trials indicated that 100mg CoQ10 daily in patient with muscular atrophies and dys-
trophies caused improved physical performance. Similar to CoQ10, vitamin E as an
antioxidant may help in the treatment of myopathy.40 There are a lot of studies about
the plasma level of vitamin E and effect of this vitamin in these patients. Recent stud-
ies show decreased blood levels of vitamin E and selenium in patients with muscular
dystrophy, but until now scientists have not found significant result in vitamin E
supplementation in muscular dystrophy treatment. Animal studies show vitamin E
with seleniummay be effective in improvingmajor symptoms of muscular dystrophy.
According to new studies, green tea polyphenols can act as antioxidants in myopathy
disease and may be able to reduce the inflammation leading to degradation of mus-
cles. Scientists suggest 250–500mg/day of green tea can reduce inflammation41 and
oxidative stress in myopathy.42

Protein for myopathy patients is very essential because protein is needed for mus-
cle growth, repair, and regeneration; therefore, protein is important in their diet. They
should eat protein sources such as fish, lean meats, beans, and fewer fatty meats.43,44

Leucine is a branched amino acid and is suitable for human consumptionwithout any
side effects. New evidence shows that leucine can be helpful in muscle regeneration
in these patients.45 They should avoid refined foods, such as whitened breads, sug-
ars and pasta, and avoid coffee, alcohol, tobacco, and other stimulants. They should
also avoid foods containing additives such as artificial colorings and preservatives and
should completely remove potential food allergens, including dairy, wheat (gluten),
corn, and soy.46 Evidence shows inflammatory mediators are high in these patients;
therefore, anti-inflammation supplement such as omega-3 fatty acids may be effec-
tive in this disease. Scientists recommend eating cold water, oily fish at least twice a
week or take DHA and EPA supplement at least 1–2 g/day.47 Other supplements such
as calcium, magnesium, and vitamin D may be beneficial for preventing muscle and
skeletal weakness.

Myopathy
Myopathy is a disease without any disorder of innervation or the neuromuscular
junction, but muscles are in a pathological condition and cannot function normally.48

Different forms of myopathy have been determined such as metabolic myopathy,
inflammatory myopathy, and mitochondrial myopathy. Different factors may cause
these disorders such as inflammation, endocrine, hereditary, metabolic, and toxic
causes. Some conditions such as chronic inflammation during strenuous exercise
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or disease states may increase oxidative stress that causes muscle weakness leading

to pathology of myopathy.49 Muscle contraction is very sensitive to oxidative

stress because proteins troponin, tropomyosin, myosin, and actin are sensitive to

oxidation.49 Some scientists believe the main cause of muscular damage in the

myopathies is oxidative stress. Many studies prove the role of oxidative stress

in magnifying the problems in various myopathies. Some authors even suggest

oxidative stress as a causative basis.50 The results of some studies show that as

oxidative stress increases in these patients, the activity of oxidative enzymes such as

superoxide dismutase, glutathione reductase, and superoxide dismutase decreases,

so in order to reduce some complications, consuming antioxidants such as vitamin E,

selenium, and CoQ10 may be effective. But patients should not substitute nutritional

supplement for their medications.51 Nutritionists recommend adding antioxidant

supplements to the present medical regimen. One study showed that if patients

consume antioxidants and vitamin D supplement, they will tolerate their medica-

tions better and nutritional supplements could even increase the pharmaceutical

effect of the drugs.52 Glutathione (GSH) is the most abundant thiol and endogenous

antioxidant in the human body. Recent investigations have focused on GSH. GSH

has three amino acids in its structure, and cysteine is a critical amino acid. Some

evidence shows that the requirement for cysteine increases during periods of

catabolic illness. In critically ill myopathy patients, the levels of GSH and glutamine

decrease in muscle compared to control; therefore, such patients may benefit from

supplementation with GSH or its precursors for myopathy treatment or prevention.53

But no trials to date have examined the efficacy of this compound in treating or

preventing myopathies.

In metabolic myopathies, energy-generating processes are disturbed and cause

blocking of energy production, so muscle cells cannot work properly. There are 10

metabolic diseases of muscle, each one getting its name from the substance that it is

lacking.

In addition to antioxidant supplementation, patients with metabolic myopathy

may benefit from dietary changes.53 If there are problems with carbohydrate process-

ing, high-protein diet may be helpful, while those with difficulty processing fats may

do well on a diet high in carbohydrates and low in fat.54 Carnitine supplements can

be very effective in reversing heart failure in this disorder especially when patient

suffers from carnitine deficiency.55 In other conditions, carnitine supplementation

has not been therapeutic. The result of one case report study showed that a low-fat

diet with nighttime uncooked cornstarch meal may be effective in the treatment of a

patient with mutation in the carnitine phosphatetransferase 1A (CPT1A) enzyme.56

Alternatively, the triheptanoin (anaplerotic) diet appears promising. One study eval-

uated the efficiency of triheptanoin in seven patients (10–55 years old) with CPT II

deficiency. The daily percent for macronutrients in this diet for carbohydrate, fat, pro-

tein, and triheptanoin was 37, 20, 13, and 30, respectively. Patients received an extra

dose of triheptanoin 30min before strenuous exercise. The duration of study was 61

months, and just two patients experienced mild muscle pain with exercise after 61

months and two patients experienced rhabdomyolysis with exercise and none expe-

rienced rhabdomyolysis or hospitalizations after 61months intervention. All patients

had normal physical activities including strenuous sports.57
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If the immune system attacks muscles, inflammatory myopathy may occur, mak-
ing muscles weak and damaging muscle tissue. Systemic inflammation may trigger
a catabolic/anabolic imbalance that results in skeletal muscle wasting and reduced
muscle strength. Cytokine-mediated pathways, particularly TNF-α, can have a nega-
tive impact on muscle protein catabolism.58 Some studies have proved that chronic
inflammation may result in increased oxidative stress. Laboratory-based evidence
suggests that purified polyphenol compounds such as resveratrol, epigallocatechin
gallate, and curcumin that are found in red grapes, green tea, and turmeric, respec-
tively, might be useful for the treatment of inflammatory myopathy.42 The result of
one study by Bonnefont-Rousselot et al. showed that plasma glutathione peroxidase
(GSH-Px) activity, selenium, and vitamin E concentrations in patients with inflam-
matory myopathy were significantly lower than in controls.59 Fedacko et al. studied
the effect of 3months intervention with selenium and CoQ10 on 60 patients with
myopathy.60 The results showed that plasma levels of CoQ10 increased in interven-
tion groups comparedwith the placebo. Also, the symptoms ofmyopathy significantly
improved in the active group, such as the intensity of muscle pain, muscle weakness,
muscle cramps, and tiredness.

Apart from antioxidants, other dietary supplementations such as creatine may
be effective in the treatment of inflammatory myopathies. New evidence indicated
that creatine may have a potential role in the treating this disorder.7,61 In one study,
myopathy patients that received creatine supplement for 8 days in conjunction with
exercise based on functional performance times and changes on magnetic resonance
spectroscopy improved significantly in comparison with exercise alone.62 Scientists
believe myopathy may have an immune-mediated pathogenesis with gluten possibly
responsible in the pathogenesis. Therefore, a diet without gluten may be as a useful
therapeutic target.63 Studies showed a gluten-free diet with antioxidant supplements
can improve all abnormalities in muscle biopsy in these patients. If inflammatory
myopathy is an autoimmune disease, vitamin D can be an important factor in the
treatment of this disease because several autoimmune diseases such as type I dia-
betes mellitus, multiple sclerosis (MS), inflammatory bowel disease, systemic lupus
erythematosus (SLE), and rheumatoid arthritis (RA) are associated with the low lev-
els of vitamin D. Also, some studies show people with myopathy suffer from vitamin
D deficiency.64 Therefore, vitamin D supplementation may be helpful in the treat-
ment and prevention of inflammatory myopathy. In this disease, patients may be
under chronic corticosteroid therapy and need to make dietary modifications in order
to minimize some side effects, such as fluid retention, hyperglycemia, and weight
gain. Patients on prednisone therapy should consume a low-fat, low-carbohydrate,
and low-salt diet. For the prevention of osteopenia, they should also take calcium
(1 g/day) and vitamin D (400–800 IU/day) supplementation.64–66

Mitochondrial myopathy is a type of myopathy associated withmitochondrial dis-
ease. New studies show that antioxidants such as CoQ10, selenium, vitamins C and E
can treat mitochondrial myopathies. In one study by Sacconi, it was demonstrated the
level of muscle CoQ10 in patients with mitochondrial myopathy was decreased com-
pared to a control group.67 Caso et al. indicated that CoQ10 for 30 days can decrease
pain severity by 40% and pain interference with daily activities by 38%.68 In one
case-report study of a myopathy patient, after taking riboflavin (100mg, three times
per day), vitamin C (500mg, twice daily), and ubiquinone (300mg, three times per
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day) for 3months the patient felt better, and the authors concluded that antioxi-
dant supplements may replace statin drugs in the future.69 Probiotics have been used
therapeutically to modulate immunity, improve digestive processes, lower choles-
terol, treat rheumatoid arthritis, and prevent cancer. Recent studies show that probi-
otics can improve inflammation, oxidative stress, and muscle damage in athletics, so
according this evidence probiotics can be effective in improving myopathy.70,71

Ketogenic diet (KD) has been suggested as a possible treatment of mitochon-
drial disorders. This diet causes ketone body production by stimulating lipid uti-
lization because carbohydrate content is very low but lipid content is very high in
this diet. Ketone bodies can be used as an energy source by the brain, heart, and
skeletal muscle.45,72 Increased production of ketone bodies causes an increase in the
transcript levels of genes associated with Krebs cycle and glycolysis, and are asso-
ciated with mitochondrial biogenesis and increases the number of mitochondria in
muscles.

Muscle cramps
Sometimes during or immediately after exercise, people, including athletes, may suf-
fer from exercise-associated muscle cramping (EAMC). Statistics shows up to 95% of
general population may be affected by EAMC, yet the cause remains unknown.

Muscles are the most dynamic organ in the body and the heart and arteries supply
blood for them, but blood cannot come out of muscles unless muscles itself con-
tract. Therefore, muscle contraction and relaxation are largely responsible for blood
circulation through the muscle. When muscles are used, toxins such as lactic acid
are produced in them. Therefore, blood circulation is essential for removing toxins
from muscles. If too many toxins accumulate in muscles, the muscle response is to
go into spasm.73 The problem for people with muscle cramps is that blood supply
is not adequate in muscles and toxins accumulate, and the reflex response of that
muscle is to go into spasm. Sometimes, a muscle goes into spasm and remains in
spasm for a few minutes (i.e., a cramp), so the blood supply is further impaired and
there is a sudden and quick buildup of toxic metabolites, which causes more pain
and spasm. Secondary muscle damage may happen by free radicals if a muscle starts
to become painful and toxic metabolites increase in them. High levels of free radicals
develop from different sources such as strenuous exercise, unhealthy diets, toxins,
air, water, food pollution, and stress. Free radicals promote muscle cramps because
of the damage to muscle fibers, and therefore having good antioxidant status helps
protect against this secondary damage.74

During exercise lactic acid is produced in the muscles. When lactic acid increases
in muscle in high amount, it can cause soreness, spasm, painful muscle cramps, and
increase in recovery time needed between workouts.75 Raven et al. compared the
effect of four capsules of a dietary silicate mineral antioxidant supplement, Microhy-
drin (MH), in male bicyclists before racing with bicyclist who took a placebo.76 Their
result showed a statistically significant decrease in lactic acid among athletes com-
pared to the placebo group, so these scientists suggested that the antioxidant may
be helpful in reducing muscle cramps and hastening muscle recovery. In another
study, authors studied the effect of 9.6 g of MH or placebo over 48h in a random-
ized, double-blind, crossover design. Their results showed that MH did not have any



�

� �

�

Muscle and oxidative stress 213

effect on measured oxygen uptake, respiratory exchange ratio, and carbohydrate and

fat oxidation rates; all blood parameters (lactate, glucose, and free fatty acids) were

unaffected byMH supplementation. The volume of expired CO2 and ventilation were

significantly greater with MH supplementation. New evidence has shown that sele-

nium deficiency is associated with muscle cramps in athletes.77 Fedacko et al. showed

that intake of CoQ10 and selenium for 8weeks could reduce muscle cramps, muscle

weakness, and pain in patients with statin-associated myopathy.60 In one system-

atic review and meta-analysis by El-Tawil et al. on 23 articles about quinine (as an

antioxidants) and vitamin E found that quinine (300mg/day) compared to placebo

significantly reduce cramp numbers over 2 weeks by 28% and cramp intensity by

70% and cramp days by 20%, but cramp duration was not significantly affected.78

A quinine–vitamin E combination and vitamin E alone were not significantly dif-

ferent from quinine across at outcomes. Khajehdehi et al. showed that intake of

vitamin E (400mg/day and vitamin C (250mg/day) for 8weeks can reduce muscle

cramps.79

Free radicals and other factors like dehydration, electrolyte imbalance, calcium

and magnesium deficiency, and low carbohydrate stores may cause muscle cramps.

The dehydration/electrolyte imbalance
Fluid imbalances, dehydration, and serum electrolyte abnormalities are often related

to EAMC. One of the popular explanations for EAMCs is a dehydration/electrolyte

imbalance theory for it seems that fluid and ion shift from the extracellular space

cause EAMCs.80 New studies have indicated the serum electrolyte changes that occur

with endurance exercise are related to EAMCs. In certain clinical conditions, serum

electrolyte and fluid disturbances have been associated with the development of

muscle cramps. Scientists believe that sodium (Na) losses and potassium (K) imbal-

ances (e.g., hypokalemia, hyperkalemia) are the main factors for EAMCs.81 However,

the results of several studies have shown no differences in plasma K concentration

between athletes with and without EAMCs.82 In these studies, investigators often

compared hematologic characteristics between crampers and noncrampers postexer-

cise, but it is very important how quickly postexercise blood sampling was performed,

because plasma K can return to normal concentration before 5min postexercise.

Potassium deficiency is very rare because it is an available mineral in common foods.

Eating five or more servings of fruit and/or vegetables a day is the easiest way to be

ensured of having abundant potassium. Preparing fat-free soup with fresh or frozen

vegetables by boiling them very lightlymakes a source loadedwith potassium. Apples,

grapes, and carrots have potassium in high level in comparison with other foods.

One prospective study ofmarathon runners did not show any association between

EAMC and serum concentration of sodium, potassium, calcium, phosphate, bicarbon-

ate, urea, or creatinine concentrations.83

Magnesium
Magnesium has been shown to play an important role in muscle and nerve function,

and it is the most important electrolyte supplement for preventing skeletal muscle
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cramping in athletes.84 If a person eats fresh fruit, vegetables, and legumes every-
day, magnesium deficiency will not develop, but people with western diet that lacks
fresh fruit, vegetables, legumes, and unprocessed grains and cereals may havemagne-
sium deficiency. Therefore, athletes with muscle cramps should increase the intakes
of green, leafy vegetables such as spinach, cabbage, lettuce, and broccoli.

Calcium
Some exercise experts believe calcium cannot play a role in muscle cramps because
calcium could be released from muscles if dietary calcium intake were low; however,
calcium deficiency is known as a responsible factor for impaired muscle contrac-
tion and muscle cramps.85,86 Some evidence shows temporary imbalance of calcium
in muscle during exercise that may cause muscle cramps.73,87 A recent study pre-
sented that calcium supplementation may not be effective in treating leg cramps in
pregnancy.88 However, studies on athletes show that calcium supplementation can
reduce muscle cramps. Two case report studies showed a hiker and a ballet dancer
suffering from muscle cramps whose disorder disappeared after taking foods with
high amount of calcium. Some athletes are vegan and vegetarian, and the amount of
calcium is very low in these diets.89–92

Inadequate carbohydrate stores
Inadequate glycogen stores are also known to be a potential factor of muscle cramps.
Scientists believe cramping may occur after long duration exercise because of glyco-
gen store depletion.93–95 Therefore, athletes with a history of cramping who want
to participate in endurance sports should consume high-carbohydrate meals during
exercise in days before and days following event.

Multiple choice questions

1 Which mineral may cause the increase in oxidative stress?

a. Loss of Mg

b. Loss of K

c. Loss of Ca

d. Loss of Zn

2 What is the most important amino acid for the muscle dystonia treatment?

a. Arginine

b. Leucine

c. Phenylalanine

d. Glycine

3 Which mineral may reduce in the diet of people with western diet and what it may cause?

a. Calcium, cramps

b. Potassium, cramps

c. Potassium, myopathy

d. Calcium, myopathy
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THEMATIC SUMMARY BOX

At the end of this chapter, students should be able to:

• Define the concept of oxidative stress and its sources in the body

• Outline some methods used to detect oxidative stress

• Outline environmental and lifestyle factors associated with seminal oxidative stress

• Describe the physiological roles of reactive oxygen species in male reproduction

• Describe the pathological roles of oxidative stress in the male reproductive system

• List the antioxidants used for male factor infertility

• Discuss the efficacy of antioxidants as a therapeutic approach for infertility

Introduction

Oxidative stress (OS) is highly damaging to most, if not all, systems of the body. This
stress, caused by increased levels of reactive oxygen species (ROS) and reactive nitro-
gen species (RNS), is associated with multiple pathologies such as atherosclerosis,
Parkinson’s disease, cancer, and motor neuron disease.1 Nonetheless, OS is a compli-
cated concept because both ROS and RNS are essential for normal physiological cell
function. Hence, while they play a vital role in normal spermatogenesis, they can also
lead to pathologies of the male reproductive system.

Oxidative Stress and Antioxidant Protection: The Science of Free Radical Biology and Disease, First Edition.
Edited by Donald Armstrong and Robert D. Stratton.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.
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Male infertility: an oxidative role

Infertility is defined as a lack of clinical pregnancy after 12months or more of unpro-
tected sex.2 It affects 15% of all couples in the United States, and up to 50% of cases
are due to male factors.1 An estimated 9–14% of American men of reproductive age
will experience difficulty in initiating a pregnancy.2

Male infertility can stem from multiple factors, including defects in the
hypothalamic–pituitary–gonadal axis either due to pretesticular, testicular, or
posttesticular issues (the latter of which includes inflammation and obstruction).2

Some specific causes include Y-chromosome microdeletions, Klinefelter’s syndrome,
direct trauma, hypogonadotropic hypogonadism, and Kallmann syndrome.2 The
etiology of male factor infertility still remains largely idiopathic and multifactorial.
Nonetheless, above all, ROS-induced oxidative stress has been highly implicated.

In the male reproductive system, spermatozoa face the oxygen paradox.1 On the
one hand, a small amount of ROS are needed to reinforce sperm-fertilizing capability.
In fact, hyperactivation, acrosome reaction, capacitation, and sperm–oocyte interac-
tion depend on the presence of physiological levels of ROS.1 On the other hand, an
excess of ROS will lead to oxidative stress and subsequent damage. In fact, oxidative
stress-induced damage, especially with respect to sperm motility, has been observed
since the 1940s.3 Today, we know that oxidative stress is positively correlated with
poor sperm parameters.2

Background of oxidative stress and ROS
Oxidative stress is caused by an imbalance of antioxidants and prooxidants.2 This
imbalance stems from excessive ROS production or diminished antioxidant capacity.
OS is a compartmentalized phenomenon and is proportional to reductive stress.4

ROS levels are inversely related to sperm motility and concentration.5 As a result
of increased ROS levels, there is a greater probability of poor sperm parameters due
to structural and functional damage. Spermatozoa membranes are particularly vul-
nerable to oxidative stress damage due to their high levels of polyunsaturated fatty
acids (PUFAs) on the lipid bilayer, which has kinks and susceptible double bonds.3

ROS can also cause damage DNA at the nuclear and mitochondrial levels, which can
be extremely dangerous if passed on to offspring.3

Redox reactions
In general, when a molecule gains an electron, it is reduced and the molecule that
reduced it is called a reductant. Conversely, when a molecule loses an electron, it
is oxidized and the molecule that oxidizes it is considered as an oxidant. Further-
more, molecules containing orbitals with unpaired electrons are unstable and have a
tendency to act as an oxidant. Free radicals are produced, for example, when the sta-
ble oxygen molecule gains an electron (reduction), a highly reactive oxygen radical,
superoxide anion is formed.6 When ROS such as the superoxide anion are unable to
obtain a stable octet configuration, the radical will try to get rid of the extra unpaired
electron, making them highly reactive.6
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It was initially proposed that the Haber–Weiss reaction could generate more toxic
radicals from the less reactive superoxide and hydrogen peroxide, which are gener-
ated enzymatically.4 Nonetheless, this reaction was found to have a second-order rate
constant of zero in aqueous solution and to be thermodynamically unstable.4 Hence,
it was hypothesized that a catalyst was needed in order for the Haber–Weiss reac-
tion to proceed. This introduces the Fenton reaction in which metal ions such as iron
and copper act as the catalysts and generate the hydroxyl radical as an end-product.4

In the example of the Fenton reaction below, the presence of Fe2+/3+ induces ROS
by ultimately generating OH− as an end-product. Along with Fe2+/3+, Cu is another
molecule that is considered a vital metal cation in the following reaction.7

Physiological processes:

Fe3+ +O•−
2 → Fe2+ +O2 reduction–oxidation reaction

Fe2+ + H2O2 → Fe3+ + HO• +OH− Fenton reaction

The net reaction:

O•−
2 + H2O2 → O2 +OH− +OH Haber–Weiss reaction

Other sources of ROS include the electron transport chain (ETC) – a cascaded
reduction–oxidation reaction. In the cytochrome oxidase complex of the ETC, four
electrons interact with dioxygen to generate H2O. During this process, electrons may
leak out of the chain.7 These unpaired electrons continuously try to bond with free
radicals or stable molecules to increase levels of ROS in the system. Thus, cellular
respiration is also a significant source of ROS.

Reactive oxygen species
A free radical refers to any species capable of independent existence with at least one
unpaired electron in its outer orbit.8 These are very unstable, short-lived species that
react rapidly with adjacent molecules.8 In the human biological system, oxygen is
the most abundant element by mass. Since O2 is a diradical, it reacts rapidly with
other reactive species.4 In fact, oxygen is the source of most radicals because par-
tially reduced species are generated through normal metabolic processes requiring
oxygen.4

ROS are prominent toxicological intermediates involved in oxidative stress.4 They
are considered a class of free radicals as they contain oxygen molecules with one or
more unpaired electrons.With this highly reactive state, they tend to react and induce
radical formation.2 The different forms of ROS (Figure 15.1) include the primary
superoxide anion radical, which can in turn react to form secondary forms such as
hydrogen peroxide, peroxyl radicals, and hydroxyl radicals.2 Tertiary forms include
the reactive nitrogen species, which will be detailed later.2

Another means of categorizing ROS is into free radicals (such as the hydroxyl
radical, HO•), combined free radicals (such as superoxide anion, O•−

2 ), nonrad-
ical molecules (such as hydrogen peroxide), and ions (such as the hypochlorite
ion, ClO−).8 Hydroxyl radicals are of particular significance because they can alter
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Reactive oxygen species
(ROS)

Primary Secondary Tertiary

Superoxide anion radical Nitrogen compounds
Hydrogen peroxide*

hydroxyl radical
peroxyl radical

Peroxynitrous acid
nitroxyl anion
peroxynitrile
nitrous oxide

CCF © 2013
* Not a free radical

Figure 15.1 Primary, secondary, and tertiary types of reactive oxygen species, including the

reactive nitrogen species.

purines and pyrimidines in DNA strands.7 Superoxide anions, on the other hand,
are common by-products of electron transfer reactions.7

A basic understanding of organic chemistry and biochemistry helps explain the
sources of ROS. Oxygen, other free radicals, and peroxides contribute to ROS pro-
duction and form an autocatalytic cycle.6 This explains why ROS sources include,
but are not limited to, hydroxyl radicals, superoxide, peroxyl, and hydrogen peroxide
(H2O2), all of which are also reactive species in themselves3 (Table 15.1).

Reactive nitrogen species
Although the focus of this chapter is on ROS, RNS are equally important. Of the
nitrogen-derived radicals, nitrogen dioxide (NO•

2) and nitric oxide (NO•) are of par-
ticular interest.7 Similar to ROS, RNS cause lipid peroxidation (LPO) and nitrosation.

Table 15.1 Common oxygen-free radicals in male reproduction.

Reactive oxygen species

Hydrogen peroxide H2O2

Superoxide anion O2
•−

Singlet oxygen 1O2

Hydroxyl radical OH•

Peroxyl radical ROO•

Alkoxyl radical RO•

Alkyl radical R•
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Nonetheless, a small concentration of NO• can be beneficial for motility, capacitation,

and acrosome reaction in spermatozoa.

In mammals, most RNS are derived from NO•. In fact, NO• production occurs

through nitric oxide synthase (NOS) catalyzing L-arginine and oxygen reactions.

Nicotinamide adenine dinucleotide phosphate (NADPH) is used as an electron donor.

There are three forms of NOS: neuronal nitric oxide synthase (nNOS), inducible

nitric oxide synthase (iNOS), and endothelial nitric oxide synthase (eNOS).7

The NOS system depends on oxygen and several cofactors, which include NADPH,

flavin adenine dinucleotide (FAD), calmodulin, flavin mononucleotide (FMN), and

calcium. The result is the formation of NO• with a by-product of L-citrulline.9 The NOS

system takes on several forms depending on the exact physiological role. For instance,

nNOS plays a vital role in the testes as there is a testis-specific subclass known as

TnNOS – which is a major contributor to the formation of NO• in the male reproduc-

tive tract.9 TnNOS is found solely in the Leydig cells, suggesting it may be involved in

steroidogenesis.9 Furthermore, eNOS and iNOS associate with structural proteins in

tight junctions in the testis and may play a role in germ cell apoptosis.9 eNOS, specif-

ically, plays a role in degenerating germ cell lines while iNOS has been associated

with maintaining germ cell lines in the seminiferous epithelium.9 In fact, this was

postulated because iNOS in the testes, rather than being induced by immunological

means, has been shown to be induced by factors released from round spermatids.9

Thus, germ cells may regulate NOS function in Sertoli–Leydig cells.9 All in all, with

the variety of NOS systems in the male reproductive tract, the importance of RNS in

the physiological processes of male reproduction is evident.

The product of the NOS reaction is nitric oxide. NO• is a free radical with vasodila-

tory properties and is an important cellular signaling molecule involved in many

physiological and pathological processes.7 Furthermore, NO• can be therapeutic as

a vasodilator.7 Nonetheless, NO• and its actions depend on several factors within the

cell that include its concentration, the amount of thiols, proteins, and metals within

the cell, and the redox reactions in the cell.7 Thus, NO• roles vary among different

cells at different concentrations.

Regardless, it has been shown that cyclic guanosine monophosphate (cGMP) may

mediate NO-associated signal transduction as a second messenger at low concentra-

tions of NO•.7 On the other hand, when RNS levels become excessive, damaging

effects may occur. These effects are capable of influencing protein structure and func-

tion and catalytic enzyme activity, altering cytoskeletal organization and impairing

cell signal transduction.7

Peroxynitrite (ONOO−), another RNS, is derived from NO• reacting with the

superoxide anion.7 Peroxynitrite can induce lipid peroxidation and nitrosation as

other RNS, but its effects are focused on tyrosine molecules that normally act as

mediators of enzyme function and signal transduction7 (Table 15.2).

Sources of ROS and RNS in semen
As oxygen is abundant in our bodies, so is the production of radicals. In regard to the

male reproductive system, several sources of radicals can be identified. Figure 15.2

showcases the endogenous and exogenous sources of oxidative stress along with its
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Table 15.2 Common nitrogen-free radicals in male

reproduction.

Reactive nitrogen species

Nitrogen dioxide radical NO2
•

Nitric oxide radical NO•

Peroxynitrite ONOO−

Physiological roles

Pathological roles

Capacitation Acrosome

reaction
Hyperactivation

Sperm oocyte

binding

Endogenous
sources

Exogenous
sourcesOxidative

stress

Smoking

Radiation

Alcohol

Toxins

DNA damage

Apoptosis
Lipid
peroxidation

Varicocele

Leukocytes

Immature
spermatozoa

CCF
©2013Male infertility

Figure 15.2 Potential generators of reactive oxygen species leading to oxidative stress in the

male comprise endogenous and exogenous sources. Physiological levels of reactive oxygen

species play a role in sperm capacitation, acrosome reaction, hyperactivation, and

sperm–oocyte binding. However, at pathological levels, reactive oxygen species causes lipid

peroxidation, DNA damage, and apoptosis, which lead to detrimental effects on male fertility.

(See color plate section for the color representation of this figure.)

physiological and pathological roles in the male reproductive system, which will be
elaborated upon in this section.

Sources of RNS include mature and immature spermatozoa in seminal ejaculate;
accessory glands such as the coagulating gland; and glands in the urethra, penis,
neck of the bladder, prostate, and seminal vesicles.9 In the penis, RNS are produced
in the pelvic plexus, corpus cavernous, cavernous nerves and their terminal endings
within the corporeal erectile tissue, and branches of the dorsal penile nerves, as well
as in nerve plexuses in the adventitia of the deep cavernous arteries.9 In the testes,
Leydig cells in adolescent males produce RNS along with round cells, infiltrating
leukocytes, epithelial cells, endothelial cells, smooth muscles cells, and macrophages
in the intertubular area of the seminiferous tubules.9 The ejaculatory duct and vas
deferens also produce RNS.9
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ROS has been shown to originate from electron leakage from actively respirat-
ing spermatozoa, mediated by intracellular redox reactions.10 Generation of ROS by
spermatozoa has been proposed to occur through two means. One is through the
NADPH oxidase system at the level of the sperm plasma membrane and the second
through NADPH-dependent oxidoreductase (diaphorase) at the mitochondrial level.1

The latter seems to be the main source of ROS production. Furthermore, it should be
noted that spermatozoa are rich in mitochondria because they need a constant supply
of energy for their motility.10 Sources of ROS can be categorized as endogenous and
exogenous. The former includes immature spermatozoa, leukocytes, and varicocele.

Endogenous sources of ROS
Immature spermatozoa are an important source of ROS. During spermatogenesis,
developing spermatozoa extrude their cytoplasm in order to prepare for fertilization.
In dysfunctional sperm, the cytoplasm is not extruded, leading to excess residual
cytoplasm (ERC). Cytoplasmic droplets (excess residual cytoplasm or ERC) explain
the missing link between poor sperm quality and increased ROS generation.1 In
fact, retention of residual cytoplasm is positively correlated with ROS generation.
ERC leads to the activation of the NADPH system, bringing about an excess of elec-
trons that can contribute to elevated ROS levels.11 Furthermore, cytosolic enzyme
glucose-6-phosphate dehydrogenase (G6PD) activation has been shown to also play
a significant role.1 Defective spermiogenesis is the cause of these changes and elevates
ROS production in spermatozoa, which in turn affects its mitochondrial function.10

Hence, ERC ultimately affects spermmotility, morphology, and fertilization potential,
which may lead to male infertility.10

Another endogenous source includes peroxidase-positive leukocytes such as
polymorphonuclear leukocytes, neutrophils, and the less common macrophages.10

Many of these originate from the seminal vesicles and prostate.10 In fact, when
activated, excessive stimulation of the hexose monophosphate shunt and the
subsequent heightened NADPH production may lead to ROS production 100 times
higher than normal.10 This, for example, becomes exaggerated in leukocytospermia,
characterized by a leukocyte concentration greater than 1×106/ml.12 Both exoge-
nous and endogenous factors can play a role in this condition. One of the most
important factors includes infection. With infection and inflammation, ROS levels
become more exacerbated due to cytokine release. With leukocytospermia, contro-
versy exists about its clinical significance. Sperm parameters such as poor quality,
decreased hyperactivation, and defective sperm function have been attributed
to leukocytospermia.1 However, no correlation has been found between seminal
leukocyte concentrations and impaired sperm quality or function in other studies.1

Varicocele is the excessive dilation of the pampiniform venous plexus around the
spermatic cord and this endogenous condition is highly correlated with OS. Its role
in male infertility is well researched, as 40% of male partners of infertile couples are
diagnosed with varicocele.10 Furthermore, higher grades of varicocele have been cor-
related with higher ROS levels.10 In addition, research has shown that spermatozoa
from varicocele patients tend to have high levels of DNA damage induced by oxida-
tive stress.13 The most common management option is varicocelectomy, which has
been proven to reduce ROS levels in males although this does not necessarily result
in increased pregnancy rates.12
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Sertoli cells have also shown to play a significant role in ROS production during
spermatogenesis.14 In one study, it was found that Sertoli cells produce ROS at var-
ious levels mediated by certain antioxidants.15 This led to the hypothesis that ROS
potentially play a role in the regulation of spermatozoa production.

Environmental and lifestyle factors contributing to ROS-related infertility
Fertility rates can be affected by a number of variables including obesity, alcohol/illicit
drug/tobacco use (the age of cigarette smoking initiation continues to fall), exposure
to ionizing radiation via electronic devices, and pollution.16 It is no coincidence that
these changes are occurring at a time when sperm parameters in men are rapidly
decreasing. Declining semen parameters come in the form of diminished sperm count,
viability, and quality of spermatozoa. As a result, the following section sets out to
outline these factors and how they affect sperm parameters.

Industrial components
Certain industrial compounds have been associated with several adverse health
effects, many of which are related to male infertility. These chemicals have been
shown to increase the production of reactive species such as the superoxide anion
and hydrogen peroxide in the testes.17 For instance, phthalate, a compound in
plastics and beauty products, has been shown to damage sperm DNA damage and
impair spermatogenesis.17 Heavy metals and pesticides may also lead to OS, which
is a serious issue as they are common and persistent in the environment. Workers
exposed to these pollutants were more likely to have decreased sperm quality, count,
volume, and density.10

Diet
Obesity rates in the United States have grown consistently over the past 30 years
with some groups being affected more than others due to various factors including
race, income, age, gender, and geographic location. The connection of obesity to male
infertility has not been fully elucidated. However, diet can affect semen parameters.
For example, a diet high in saturated fat has been shown to reduce sperm quality.
In a study of young Danish men, those with the highest saturated fat intake had
a 38% lower sperm concentration and a 41% lower total sperm count than those
with the lowest saturated fat intake.18 These results were confirmed in a study of
dairy food intake, which found that a low-fat dairy diet resulted in higher sperm
concentration.19 However, omega-3 fatty acids and omega-6 fatty acids were shown
to improve morphology, motility, and sperm count.18,20

With regard to obesity and its relation to semen parameters, data are conflicting. In
a study of Dutch men, it was found that overweight men tended to have lower sperm
counts.20 However, another study reported that underweight men had lower sperm
counts than normal and overweight individuals. In the latter study, the researchers
concluded that being overweight may protect against a low sperm concentration.21

Furthermore, a study on Tunisian men showed that motility, morphology, and sperm
count did not vary across different BMI levels.22

Alcohol
By directly affecting the liver, ethanol metabolism increases ROS production while
simultaneously decreasing the antioxidant capacity of the human body.17 When
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acetaldehyde, one of the by-products of ethanol metabolism, interacts with proteins
and lipids, ROS is formed.10 This damages proteins, lipids, and DNA.17 Although
alcohol has been associated with OS, its effect on semen parameters has not been
explored to a large extent. Overall, studies have failed to find any adverse effects
on semen parameters in males who drink regularly.23 In a study of 8344 males,
moderate alcohol consumption did not negatively affect semen parameters.23 In
fact, testosterone levels were actually higher in those men.23 However, it was noted
that chronic drinkers had reduced levels of testosterone, possibly due to an impaired
hypothalamic–pituitary axis and damaged Leydig cells (via Bax-dependent caspase-3
activation and subsequent apoptosis).23,24 Alcohol blocks gonadotropin-releasing
hormone (GnRH), reducing LH levels and testosterone synthesis. Furthermore, con-
sumption of alcohol has been shown to increase ROS production when consumed
by someone who is malnourished.17

Radiation
Radiation is a natural source of energy and has significant clinical effects on humans.
Cell phones are becoming more accessible to the general population, especially
to males entering puberty and to those of reproductive age. Cell phones release
radiofrequency electromagnetic radiation (RF-EMR).25 With the advent of blue tooth
and hands-free calling, more users are leaving phones in their pockets, resulting
in direct radiation transmission to the testes. Studies have shown that exposure to
RF-EMR increases the risk of asthenozoospermia and teratozoospermia.25 Further-
more, increased daily exposure to radiation reportedly leads to a decrease in general
semen parameters.

In addition, in vitro studies have demonstrated that electromagnetic radiation
induces ROS production and DNA damage in human spermatozoa, which further
decreases the motility and vitality of sperm cells as well as their concentration
depending on the duration of radiation.10

The electron flow along the internal membranes of a cell is disrupted as a result
of numerous charged molecules within the cytosol, which in turn negatively affects
normal cellular and organelle function.10

Tobacco use
Various components of cigarette smoke have been associated with OS. Cigarettes
contain a plethora of free radical-inducing agents including nicotine, cotinine,
hydroxycotinine, alkaloids, and nitrosamines.12 The prime component of tobacco
is nicotine, which has been known to induce ROS production in sperm, reducing
spermmotility and concentration and altering spermmorphology.17 When compared
with nonsmokers, smokers had lower motility and hypo-osmotic swelling (HOS)
test percentages – the latter indicating weak plasma membrane integrity.

LPO results in the loss of membrane integrity. It also leads to malondialdehyde
(MDA) production that can combine with various molecules and lead to cytotoxic
effects.26 In a comparative study, asthenoteratozoospermic nonsmokers had higher
motility rates than asthenoteratozoospermic smokers.26 This study also showed that
motility and morphology were positively correlated with total antioxidant capacity
(TAC) and negatively correlated with MDA levels.27

Smoking increases free radical production by increasing leukocyte concentration
in the seminal plasma.17 A study solidifying these facts was done by Saleh et al., which
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showed that in smokers, the seminal ROS and total antioxidant capacity score was
increased – a direct indication that ROS production had also increased.28

Furthermore, a different study showed that levels of seminal plasma antioxidants
such as vitamins E and C were diminished in smokers. This was confirmed by the
presence of increased levels of 8-hydroxy-2′-deoxyguanosine (8-OHdG).10 Further-
more, spermatozoa from smokers were significantly more sensitive to acid-induced
DNA denaturation than those of nonsmokers and resulted in higher levels of DNA
strand breaks.10

Methods used to measure OS and TAC

Various methods can be used to measure ROS levels and antioxidant capacity within
the body. The most common, however, are chemiluminescence and flow cytometry.
Table 15.3 outlines these methods along with other less frequently used procedures.

Table 15.3 Overview of major methods of ROS and RNS detection.

Chemiluminescence

assay

• Chemiluminescence assays are specific and sensitive when used for sam-

ples with high sperm concentration (>1× 106/ml).29 The process of chemi-

luminescence highly depends on the emission of light after exciting

molecules of a certain substance. The light emitted by these molecules

is measured via a luminometer. Luminometers use a photomultiplier tube

to detect photons.30 The method with which these photons are counted

varies based on the luminometer. Photon-counting luminometers keep

track of individual photons while direct current (DC) luminometers mea-

sure the electric current induced by the photon flux that passes through

a photomultiplier tube. It is of utmost importance to be consistent with

reagent measurement – this helps produce scientifically accurate results

that do not deviate from experiment to experiment.29

• Commercially, two variants are used. The single- or double-tube lumi-

nometer is used in small laboratories, whereas the multiple tube variant is

used in larger commercial laboratories as it can measure multiple samples

simultaneously.30 With regard to measurements, two approaches can be

taken. The first is more prone to error as it measures the reaction as a pre-

determined time after the reaction has occurred.30 Thus, variability exists

as to when the predetermined time begins after mixing. With the second

approach, the luminescence signal is measured within a predetermined

interval, making it the preferred method.30

• However, one disadvantage is that the test is unable to differentiate

between different types of ROS. According to Ref. 30, the chemical luci-

genin can be used specifically to detect the extracellular superoxide anion.

Chemiluminescence also cannot detect the source of ROS. This can be

problematic as clinicians and researchers are unable to determine whether

spermatozoa or leukocytes contributed to potentially elevated ROS levels

in the sample of interest. Furthermore, error may be introduced if the sam-

ple volume, temperature change, reagent, and reactant concentration are

not accurate.30
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Table 15.3 (Continued)

Flow

cytometry

• Flow cytometry detects individual intracellular reactive oxygen radicals by measur-

ing fluorescence emitted by ROS-binding probes. Cells are suspended at a density

of 105–107/ml and an average of 10,000 events is recorded.31 The flow cytometer

utilizes two different dyes: dichlorofluorescein (DCFH) for intracellular H2O2 and dihy-

droethidium (DHE) for intracellular detection of O•−
2 .32 The latter dye, hydroethidium,

targets intracellular super. A red fluorescein color is emitted when the sample is pos-

itive, which indicates that hydroethidine was oxidized into ethidium bromide.31 In

a comparison between the mentioned procedures, flow cytometry is considered a

better detector of ROS.

• As noted earlier, chemiluminescence requires a sperm count higher than 106/ml. How-

ever, flow cytometry can detect ROS in samples with a lower sperm count.32 It also is

more sensitive, accurate, and specific than chemiluminescence.32 The disadvantage

lies in the fact that cytometry is more expensive.

• TUNEL assays can be used alongside flow cytometry to assess sperm DNA damage. In

these assays, terminal deoxynucleotidyl transferase (TdT) adds deoxyribonucleotides

to 3′ hydroxyls of DNAmolecules.33 Deoxyuridine triphosphate (dUTP) is the substrate

that attaches to the free 3′-OH breaks. These substrates can serve as markers that

can be detected by a flow cytometer. Similar assays measuring DNA integrity include

COMET and SpermChromatin Structure Assay (SCSA).34 These processes are relatively

inexpensive, but current threshold levels are unclear, and the protocols vary.

• When a quantifiable measurement of antioxidants is necessary, a colorimetric assay

can be used. One assay of interest is the ferric reducing antioxidant power (FRAP)

assay. FRAP can be utilized to measure the total antioxidant capacity (TAC) of a semen

sample.35 The advantage of FRAP is in its ability to measure all available antioxidants

in a sample. By scoring an ROS–TAC metric in a clinical setting, a clearer diagnosis

can be offered to infertile patients.

Microscopy

and stain

• General microscopy is a commonly used tool with restricted capabilities. To measure

ROS, nitroblue tetrazolium is added to the sample. Its reduction to the blue–black

compound called formazan indicates that ROS is present within a sample.31

• To prepare the stain and slide, a sample of 1–5× 106/ml in concentration mixed

in Kreb’s buffer is created.31 A total of 10 μl is then loaded onto a glass slide

and is incubated for 20min at 37 ∘C.31 This is followed by a gentle rinse with

0.154M NaCl and the addition of an equal volume nitroblue tetrazolium and phorbol

12-myristate 13-acetate in Kreb’s buffer with 5mM glucose.31 After 15min of incu-

bation, slides are washed with 0.154mM NaCl, fixed for 1min in absolute methanol,

and then counter-stained with 1% or 2% safranin.31 Exhibiting the strenuous task

of microscopy, observation of 100 consecutive cells under oil immersion is then nec-

essary. Grades of formazan infiltration of cells are then given being either heavy for-

mazan density, intermediate formazan density, scattered, or no formazan presence.31

• Both the nitroblue tetrazolium staining and an additional cytochrome c reduction

used to detect extracellular ROS are less expensive tests compared to many of the

other methods.

• Another means of using microscopy includes electron spin resonance spectroscopy

which measures unpaired electrons in order to find free radicals.29 However, this

means that oxidative stress caused by certain species such as H2O2 cannot be ade-

quately measured.
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Table 15.3 (Continued)

Epifluorescence

microscopy

• Epifluorescence microscopy is a specific type of microscopy vital in that the

end-product is detectable via fluorescence. This process is similar to the usage

of one of the aforementioned dyes in flow cytometry, except it is now applied

to general microscopy. As explained earlier, when hydroethidine is added to a

sample, it will react with superoxide anions in the vicinity. When a sample is

positive, a red fluorescence will emit from the oxidized form of hydroethidine,

ethidium bromide.31 The equipment needed for this process is quite simple

and inexpensive and, hence, is more commonly used than many of the other

methods.31

Enzymatic

antioxidants

• Both nonenzymatic and enzymatic antioxidants exist in the male reproductive

tract. Though different in concentration and nature, they are both good indi-

cators of ROS. Since solutions can be made to react with certain enzymes,

enzymatic antioxidants can be measured.

• For instance, superoxide dismutase (SOD) is a vital enzymatic antioxidant that

can be detected using a tetrazolium salt. Through means of xanthine oxidase

and hypoxanthine, SOD activity may be measured.31 In fact, SOD will react

and produce a chromophore, which then can be measured at its maximal

absorbance of 525 nm.31 One unit of SOD is the amount of enzyme needed to

exhibit 50% dismutation of a superoxide radical.31 Glutathione peroxidase is

also a detectable and vital antioxidant. Using a kinetic colorimetric assay, this

enzyme’s activity is detectable by an indirect glutathione reductase coupled

reaction.31 This reaction causes glutathione oxidation via NADPH and glu-

tathione reductase. When NADPH is subsequently oxidized, a decrease in the

absorbance at 340 nm is detectable and, hence, is proportional to glutathione

peroxidase activity in that sample.31 The catalase enzyme is also important.

Using a CAT assay, when the enzyme in the solution reacts with methanol in

the presence of hydrogen peroxide, formaldehyde is formed.31 Purpald chro-

mogen, which reacts with aldehydes to form a heterocycle, is added to detect

the formaldehyde spectrophotometrically as a purple color.31

Total antioxidants • Though measuring enzymatic antioxidants is a possible approach, it is more

logical to look at a person’s full capability to fight off oxidative stress. This

can be measured in the form of total antioxidant measurement, being either

nutrient derived or endogenous to the body. All measurement approaches

to detect total antioxidants include the capability of antioxidants in a certain

sample to inhibit oxidation of 2,2′-azino-di-ethylbenzthiazoline sulfonate by

metmyoglobin.31 This is then compared with a control solution, usually Trolox,

a water-soluble tocopherol analog.31 Results are presented as the equivalence

to micromoles of Trolox.31

ELISA, immunohis-

tochemistry, and

western blotting

• Enzyme-linked immunosorbent assay (ELISA) utilizes detection of antibodies

or antigens present in the sample produced via ROS reactions. If any of the

antigens or antibodies are detected, they will appear when analyzed using

spectrophotometer. Detection of these antigens is based on using antibod-

ies that target certain antigens. Hence, ELISA can also be utilized to detect

antioxidants and their antigens.
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Table 15.3 (Continued)

• Two other viable methods of detection include immunohistochemistry and western

blotting. Oxidative DNA adducts may be measured via immunohistochemistry. In fact,

immunohistochemistry has been used to detect oxidative stress molecules such as

8-hydroxy-2’-deoxyguanosine (8-OHdG), thioredoxin (TRX), 4-hydroxynonenal (4-HNE),

and redox factor-1 (ref-1).36 The specifics of how these molecules are detectable include

the idea of incubation of samples with enzyme-linked secondary antibodies and a sub-

strate of which will react with the enzyme if binding occurs.31 Western blotting is a

process of detecting certain proteins and is rarely used for ROS detection.

Other

methods and

approaches

• Other methods exist to detect ROS, though most are infrequently used. These include

using nitrate reductase and the Griess reactions to detect nitrate and nitrite. Total NO

levels can also be detected via rapid response of chemiluminescence assay.31 Other mea-

surable products of ROS reactions include protein oxidation levels, lipid peroxides, total

plasma lipid hydroperoxides, and total 8-F2-isoprostane.31

Physiological role of ROS in reproductive system

ROS play a role in a variety of physiological processes that are crucial in the male
reproductive system. In fact, a certain amount of ROS are required for sperm matu-
ration, capacitation, hyperactivation, acrosome reaction, and sperm–oocyte fusion.37

Sperm maturation
Maturation occurs in the epididymis and results in the remodeling (release, attach-
ment, and rearrangement) of surface proteins at the membrane level.38 This allows
for signal transductionmachinery to be assembled in order for proper hyperactivation
and capacitation to take place. ROS are important during maturation because they
participate in redox reactions.39 They bring stability through disulfide bond formation
in cysteine residues. The protamines formed during spermiogenesis possess disulfide
bonds in the majority of their cysteine residues.17,40 In fact, antioxidant therapy has
a variety of adverse effects at the nuclear level – for example, it interferes with the
formation of disulfide bonds, which in turn decreases sperm DNA condensation.17,41

Thus, it is implied that ROS increase chromatin stability through their redox activity.

Capacitation
During capacitation, spermmotility changes from a progressive state to a highly ener-
getic one. Many receptors on the sperm head become activated, which gives the
strength it needs to penetrate the zona pellucida.42 Hence, capacitation sets up the
path necessary for hyperactivation and acrosome reactions. Without this mechanism,
the fertilizing capacity of a spermatozoa is lost.

ROS are necessary for capacitation to occur.10 A combination of superoxide anion
and nitric oxide forms peroxynitrite (ONOO−). This allows oxysterol to be produced.
Oxysterol, which removes cholesterol from the lipid bilayer, inhibits tyrosine phos-
phate and promotes cyclic adenosine 3′,5′-monophosphate (cAMP) production.43
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This is vital because cAMP must increase in concentration for capacitation to occur.10

cAMP and its subsequent pathway involves protein kinase A, which goes on to phos-
phorylate its substrates. Throughout the pathway, phosphorylation of MEK (extra-
cellular signal-regulated kinase) -like proteins and threonine-glutamate-tyrosine
occur, as well as tyrosine phosphorylation of fibrous sheath proteins.10 Regardless,
the cAMP pathway is vital as it is involved in enzyme activation and gene expression.

With the enzyme activation and gene expression alteration, membrane fluidity of
the spermatozoa is altered to enhance fertilization.42 All these factors allow for the
continuation of sperm maturation. In fact, when ROS scavengers and NO synthase
inhibitors are nearby, cAMP has been seen to decrease.17 This exhibits the significance
of ROS and NO in the regulation of cAMP in the capacitation process.

Although ROS production is necessary for capacitation, an overproduction excites
the apoptotic pathway.42 When oxysterols and lipid aldehydes continue to be pro-
duced, cell-mediated suicide or apoptosis occurs, where mitochondrial superoxide
production is enhanced along with lipid peroxidation, cytochrome c release, and sub-
sequent caspase activation.42

Hyperactivation
Hyperactivation follows the capacitation process and is essential for fertilization; it
is considered a subcategory of capacitation. With hyperactivity, the amplitude of
the flagella movements increases. Nonhyperactive spermatozoa have slow, linear
movements.17 Hyperactive cells, on the other hand, have asymmetric flagella move-
ment, side-to-side head movement, and a nonlinear motility.17 There is less stagna-
tion in the oviductal epithelium and surroundingmucus. Just as capacitation requires
a certain amount of ROS, an exogenous amount of ROS are necessary to promote
hyperactivation. Specifically, ROS promote phosphorylation of flagellar proteins.44

Because elevated superoxide dismutase (SOD) levels decrease hyperactivity, it is
implied that extracellular superoxide anions may play a vital role during hyperacti-
vation. In vitro experiments have also shown that superoxide anions are crucial to
the hyperactive motility of the spermatozoa.17 Across other mammals, NO was also
seen to regulate hyperactivation in the epididymis.17 Hydrogen peroxide is reported
to play a role as well, but its role may go hand-in-hand with NO regulation. This is
postulated because catalase (CAT), which is vital as an antioxidant against hydrogen
peroxide, prevents NO-induced capacitation and hyperactivity processes.17

Acrosome reaction (AR)
The spermatozoa head contains a compact nucleus that is covered by the acrosome.
Hydrolytic enzymes such as acrosin and hyaluronidase, which are necessary for zona
pellucida penetration, are located here.10 Compared to the slow, reversible process of
capacitation, this is a permanent, fast-acting step in sperm maturation.44 Nonethe-
less, the reactions that occur substantially overlap with those of capacitation. During
acrosomal reaction, an extensive phosphorylation, Ca2+ influx, and generation of
ROS occur.44

In vivo acrosome reactions show that ROS are vital for zona pellucida penetration
via the phosphorylation of plasma membrane proteins.10 This is indicated as ROS
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are necessary for the phosphorylation of tyrosine proteins in the plasma membrane

located in the apex of the sperm head; these tyrosine proteins include fertilin beta,

P47, and the spermadhesin family.10,45 Regardless, in in vitro experiments, the admin-
istration of superoxide, hydrogen peroxide, and nitric oxide in the seminal plasma

induced acrosome reactions.10

In other studies, it has been noted that increases in H2O2 and decreases in CAT

activity positively affect the acrosome reaction.10 Ca2+ influx is necessary for the

binding process, and ROS have shown to promote such an influx.46 Furthermore, as

indicated in capacitation, superoxide ions activate adenyl cyclase, amolecule involved

in the biochemical cascade that is necessary for the acrosome reaction.10,47

Sperm–oocyte fusion
Once the zona pellucida and corona radiata are fully penetrated by a sperm, the

oocyte prevents other male gametes from fusing with it by turning the vitelline layer

into a hardened envelope.37 o,o-Dityrosine cross-links allow for the formation of a

singlemacromolecular structure to act as the envelope.37 Ovoperoxidase is an enzyme

utilized to catalyze the “oxidative hardening reaction.” H2O2 serves as the substrate

to ovoperoxidase to provide envelope formation.With our understanding of ROS and

its spermicidal effect, the increase in hydrogen peroxide levels prove to be an effec-
tive spermicide against polyspermy.48 With the balance of CATs, glutathione (GSH),

and glutathione peroxidase (GPx) weighing against H2O2 levels, toxic oxidative stress

levels are avoided.37

Sperm–oocyte fusion rates seem to depend on both hydrogen peroxide and super-

oxide anions.17,47 This goes hand-in-hand with studies showing that SOD and CAT

decrease sperm–oocyte fusion rates.17

Pathological roles of ROS in male reproduction

ROS play vital roles in pathological as well as physiological processes. Of particu-

lar interest is the understanding of what ROS do to induce lipid peroxidation, DNA

damage, and apoptosis.

Lipid peroxidation
The lipid bilayer of sperm consists of PUFAs that encompass the cytoplasm. In

comparison with somatic cells, spermatozoa have large amounts of PUFAs in their

membrane.10 As a result, the lipid bilayer of sperm has a higher sensitivity to ROS.49

The resulting oxidation of fatty acids increases membrane permeability, decreases

its fluidity, and inactivates critical membrane receptors and enzymes, leading to cell

damage.10

DNA damage
During spermiogenesis, DNA fragmentation is quite common due to strand breaks,

which occur to relieve torsional stress during the packaging process of large amounts
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of DNA.43 The process is usually corrected with phosphorylation and activation of
nuclear poly (ADP-ribose) polymerase and topoisomerase.43 If DNA strand breaks
cannot be restored, sperm with poorly remodeled chromatin still move on to the
epithelium.

However, most DNA damage in spermatozoa is a result of oxidative stress. This can
be concluded based on research, indicating that immature spermatozoa create ROS.11

Furthermore, DNA damage that is related to ROS can be measured by the presence
of 8-OHdG, a marker of DNA damage.3 As a result of oxidation, the nitrogenous
base guanine produces 8-OHdG.3 8-OHdG is an adduct that labilizes a glycosyl bond
intended for the nearby ribose unit.3 Hence, the higher the levels of 8-OHdG, the
higher is the amount of oxidative damage to DNA in sperm.43

Apoptosis
Apoptosis is the mechanism by which germ cell death is needed for proper sper-
matogenesis to occur. It is a regulatory system used to maintain the germ cell: Sertoli
cell ratio.50 As a result of keeping the spermatozoa levels in check, Sertoli cells only
nurse a specific number of sperm at one time. With an excess of damaged germ cells,
the apoptotic pathway is activated. Such activation assures a proper maintenance of
semen parameters in the reproductive tract. Along with this, a clear formation of the
blood–testis barrier between the Sertoli cells can only result with apoptosis induction.
This is indicated as the barrier is formed by tight junctions because suppression of the
apoptosis-inducing gene called Bax prevents creation of the tight junctions that are
necessary for barrier formation.51

The ROS-induced capacitation–apoptosis highway should also be examined. Ini-
tially, as mentioned, ROS/RNS production is necessary for normal physiology. How-
ever, uninterrupted generation of RNS and ROS brings about the apoptotic cascade,
which includes the Fas/FasL system. FasL initiates apoptosis when it interacts with
the cell surface receptor Fas.42,51 Other important apoptotic regulator proteins are
p53, caspases, c-Myc, cyclic adenosine monophosphate responsive element modula-
tor (CREM), and the collective members of the Bcl-2 family.51 With high levels of
ROS, the mitochondrial membranes are strained, the apoptotic cascade is hyperac-
tive, and the release of cytochrome c activates caspases to induce apoptosis. Increased
apoptosis is obviously detrimental and is correlated with infertility as infertile semen
samples were found to contain larger amounts of apoptotic spermatozoa.12

Antioxidants

Antioxidants are ROS antagonists and may be intrinsic or extrinsic in nature. Antiox-
idants play a significant role in the body, as an increase in ROS must be well balanced
to avoid oxidative stress (Figure 15.3). In fact, a decrease in antioxidant levels may
contribute to male factor infertility. This section will define and analyze enzymatic
and nonenzymatic antioxidants while discussing other proven molecules and com-
pounds with antioxidant properties.
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Catalase
Glutathione

Superoxide dismutase
Peroxidase

Vitamins A,C, E

Antioxidants

Oxidative stress

Reactive oxygen
species

Damage to:
Mitochondrial DNA

Nuclear DNA
Lipid peroxidation

CCF © 2013

Lifestyle
(Smoking, alcohol, improper diet, no exercise)

Environment
(Phthalates, pesticides, heavy metala, drugs, infections)

Testicular/Semen sources
(Varicocele, cryptorchidism/leukocytes, spermatozoa)

Figure 15.3 Accumulation of reactive oxygen species and the depletion of endogenous

antioxidants bring about a state of oxidative stress, which could result in lipid peroxidation

and damaged mitochondrial and nuclear DNA.

Enzymatic antioxidants
Enzymatic antioxidants are the main protectants in the reproductive system, serving
as a counterbalance to oxidants (Table 15.4). The most important enzymatic antiox-
idants include SOD and CAT, which work in conjunction to remove or neutralize
superoxide and hydrogen peroxide (Figure 15.4). SOD can be found in three iso-
forms, split between the mitochondrial matrix, intermembrane space, and cytosol.52

The cytosolic SOD, named Cu/Zn-SOD or SOD 1, is the most common. However, the
conversion of superoxide anion to a more stable form does not remove the potential
for oxidative stress generation. In fact, stable H2O2 can still damage lipids, proteins,
and DNA.14 This is where the role of CAT comes into play. CAT converts hydrogen
peroxide to H2O and O2. Therefore, SOD and CAT together removemolecules respon-
sible for oxidative stress and reduce oxidative stress damage (e.g., lipid peroxidation)
(Figure 15.4).
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Table 15.4 Glutathione peroxidase (GPx), glutathione reductase (GR), superoxide dismutase

(SOD), catalase (CAT).6,44,52–57

GPx • Role: Utilizes glutathione to reduce peroxides at the plasma membrane level.

• Location:

(a) In sperm, found in nucleus, mitochondria, and cytosol.54

(b) Found in testis, prostate, seminal vesicles, vas deferens, epididymis, seminal plasma, and

spermatozoa.6

• Family of selenium-dependent antioxidants (except GPx5).53

• Synthesized at the epithelial cells of the epididymis.53

GR • Role: Maintains homeostasis of GSH.56

• Location: Found in epididymis, Sertoli cells of testis, vas deferens, seminal vesicle, genital tract

and epithelium, and prostate gland.56

SOD • Role:

(a) Scavenges superoxide anion.52

(b) Converts O•−
2 to H2O2 and O2.

• Location: Found also in midpiece mitochondrial intermembrane space and cytosol.

• Synthesized at the epithelial cells of the epididymis.53

CAT • Role:

(c) Scavenges superoxide anion.52

(d) Converts O•−
2 to H2O2 and O2.

• Location: Found in peroxisomes.

Generation of reaction oxygen species

CCF
© 2013

NADPH Oxidase
(Plasma membrance)

Mitochondrial 
NADH-dependent
oxidoreductase

SOD

FeCu

Catalase

H2O2 H2OO2 O-
2 + O2

OH

Hydrogen peroxide

Hydroxyl radical

Superoxide

Figure 15.4 Reactive oxygen species (superoxide anion, hydrogen peroxide, and hydroxyl

radical) are generated from oxidative processes in the plasma membrane and mitochondria of

the male gamete. These reactions involve the SOD and catalase antioxidant enzymes along

with copper and iron, respectively. (See color plate section for the color representation of this figure.)
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GPx and glutathione reductase are two other enzymatic antioxidants important
to male reproduction. GPx is a family of selenium-dependent antioxidants, with the
exception of the GPx5 isoform.53 Similar to the actions of SOD and CAT, GPx reduces
H2O2 to water.54 A nonenzymatic antioxidant known as GSH is concurrently con-
verted to its oxidized form, GSSG.54 The most vital of the glutathione peroxidase
isoforms are GPx1, which is found in sperm and the genital tract, and GPx4, which
is found in testicular tissue.52 Phospholipid hydroperoxide glutathione peroxidase
(PHGPx) is another name for GPx4; it is the only member of the GPx protein family
that uses phospholipid hydroperoxides as the substrate of interest.54 As a result, along
with reacting to hydrogen peroxide, GPx4 can reduce lipid hydroperoxides.

Glutathione reductase (GR) is another vital enzymatic antioxidant. It is a dimeric
flavoprotein that maintains homeostasis of GSH.55 It serves to reduce GSSG – the
oxidized form of glutathione – back to GSH, the reduced form of glutathione, with
the aid of a reducing cofactor, NADPH.54 It is found primarily in the Sertoli cells of
the testis. Kaneko et al. found that Sertoli cells require GR for a successful glutathione
supplementation to spermatogenic cells, thus indicating the significance of this enzy-
matic antioxidant.56 Furthermore, GR in the epithelial tract serves as an antioxidant
to protect unsaturated fatty acids from lipid peroxidation during maturation.56

Nonenzymatic antioxidants
Nonenzymatic antioxidants also play a vital role in oxidative stress balance. These
are of particular interest because they are currently being used in vivo as the treat-
ment for male infertility due to their ability to break up the chain reaction of lipid
peroxidation.57 Furthermore, it should be noted that this group of antioxidants is
different from enzymatic antioxidants in that they are consumed immediately after
interaction takes place.57 Regardless, many forms of nonenzymatic antioxidants exist
and are detailed below.
1 Ascorbic acid: This is more commonly known as vitamin C. It has frequently been

utilized as an antioxidant due to its scavenging properties. Ascorbic acid is a
water-soluble vitamin, and this is significant in distinguishing where its primary
action takes place. Due to its hydrophilic nature, ascorbic acid has more effective
scavenging properties at the plasma level than at the lipid bilayer.58 This is vital
because various studies have found that higher vitamin C concentrations in
plasma directly result in a lower DNA fragmentation index.59 Another study
showed that sperm DNA were less affected by oxidative stress as a result of
ascorbic acid supplementation.60 Furthermore, ascorbic acid increases normal
spermatozoa and improves sperm quality and motility.58

2 α-Tocopherol: The common name for α-tocopherol is vitamin E. In studies, the effect
of vitamin E on semen parameters has been less pronounced than that of ascorbic
acid. Vitamin E supplements (300–1200mg) administered for 3 weeks increased
seminal plasma levels but not significantly so.58 α-Tocopherol, unlike vitamin C,
is a fat-soluble vitamin. This is important when considering its effect on MDA
levels. Men who took 200mg of vitamin E had lower MDA levels in a longitudinal
study.58

3 Carnitine: This is another water-soluble antioxidant. It is synthesized in the liver
and acts primarily in the epididymis to assist in sperm maturation. Studies have
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shown that it prevents DNA damage and apoptosis during sperm maturation.61

Moreover, studies have found that carnitine supplementation improves sperm

motility and concentration.62

L-Carnitine and L-acetyl carnitine are particularly important due to their

effects on the utilization of energy in mitochondria. These antioxidants can

shuttle long-chain lipids across the mitochondrial bilayer and start the process

of ß-oxidation.14 The effect of this process is twofold: the reduced forms NADH

and FADH2 are generated along with acetyl-CoA.14 To be more specific, the

significance of acetyl-CoA generation is the extra energy that can be produced

once it is sent through the Krebs cycle.

4 Lycopene: This is another potent scavenger of free radicals. As a member of the

carotenoid family, lycopene is involved in immune reactions, gap junction signals,

cell growth regulation, and gene expression.63 However, in male reproduction,

lycopene is found primarily in semen and the testes. It is of clear significance here

because it is thought to have one of the greatest ROS reduction rates.64 This is

supported by the fact that lycopene supplementation has consistently been noted

to improve various semen parameters.64

5 N-acetyl-cysteine (NAC): This has the ability to reduce free radicals by acting with

thiols and hydroxyl radicals.65 However, it is also plays a role as a precursor to

glutathione.66 Its roles are significant within the body and are supported by the

fact that NAC improves sperm concentration and acrosome reaction and reduces

ROS and sperm DNA damage.64 Furthermore, when combined with selenium,

NAC also has a positive impact on sperm concentration and acrosome reaction.64

6 Glutathione (GSH): This is one of the most abundant nonenzymatic antioxidants

found in the body. Being an endogenous source, it is synthesized by the liver

but can also be derived from dietary sources such as fresh meat, fruits, and

vegetables.67 This molecule has three precursors: cysteine, glutamic acid, and

glycine.67 Glutathione contains a thiol group, which is the key to its antioxidant

properties.68 As explained previously, glutathione plays a vital role in enzymatic

antioxidants but also helps maintain exogenous vitamins C and E.67

7 Selenium (Se): Many parts of the world have been known to have patient popu-

lations with depleted amounts of selenium (Se).69 Adequate Se levels have been

shown to positively correlate with increased levels of sperm concentration, motil-

ity, and morphology.70 More than an antioxidant, selenium is a cofactor of phos-

pholipid hydroxyperoxide glutathione peroxidase, GPX4.71 This is important in

condensing of the nucleus in the very small sperm head.71 The negative effects of

selenium supplementation will be discussed later in this chapter.

Other antioxidants
1 Pentoxifylline: Being a xanthine derivative, pentoxifylline is a phosphodiesterase

inhibitor that raises intracellular cAMP levels and reduces leukotriene synthesis.66

Pentoxifylline may improve motion characteristics of sperm but it has less of an

effect on motility.66 Furthermore, it has been shown to decrease ROS levels while

higher doses also improved spermmotion parameters without changing fertilizing

capability.66
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2 Zinc (Zn): This, a trace element, plays a vital role and is increasingly found to be

deficient in the Caucasian population.71 In the male reproductive system, it is a

cofactor for SOD and metallothioneins, assisting in scavenging superoxide and

hydroxyl radicals.71 It also helps remove ROS. Zn serves as a cofactor to dihydrofo-

late reductase and methionine synthase, two molecules needed for homocysteine

recycling.71 Homocysteine is a molecule found in the reproductive system that

promotes oxidative stress and inhibits DNA methylation; hence, its recycling is

vital.71 Furthermore, zinc has membrane-stabilizing effects and inhibits DNases.72

Seminal plasma has a greater concentration of zinc than serum. This may be

due to the importance of zinc-scavenging properties. Omu et al.’s study highlights

zinc’s ability to reduce antisperm antibodies.72 Furthermore, it has been shown

that zinc is vital in maintaining the quaternary structure of the DNA.72 A reduction

of zinc, therefore, can negatively impact semen parameters.

3 Resveratrol (RSV): This is primarily found in peanuts, grapes, andwine.73 It garnered

interest following an understanding of wine’s effect on reducing cardiovascular

disease. Its effects have been studied more in rats, but the antioxidant proper-

ties seem to increase spermatogenesis. This is hypothesized to occur via RSV and

its actions on the hypothalamic–pituitary–gonadal axis by stimulating luteinizing

hormone (LH) production.74 This in turn has a positive impact on testosterone and

sperm production.

Antioxidants: a therapeutic approach

Antioxidant treatment has proven to be effective both in vivo and in vitro.58 However,

the scientific literature does not contain strong data showing their efficacy in infer-

tile patients. Hence, we present the most appropriate doses for the treatment of male

infertility based on studies that explored antioxidant supplementation and their cor-

relation with sperm parameters. We also emphasize that antioxidants are not always

beneficial. In fact, they can have harmful effects on the male reproductive system.

Recommended dosage and regimen
Individual antioxidant treatments
1 Glutathione (GSH): Little information is available on the significance and efficacy of

glutathione supplementation with specific dosages. Nonetheless, 600mg of GSH

per day given over 2months to 11 men lead to an improvement in sperm kinetics

and a higher sperm count.58

2 Vitamin C: It has been noted that saturation of vitamin C in plasma occurs simply

with a dosage of 1 g/day.58 Nonetheless, Lanzafame noted enough administration

of ascorbic acid in order to generate a 2.2-fold rise in the system improving sperm

quality.58 In mice, on the other hand, an equivalent human therapeutic dose of

10mg/kg of bodyweight lead to a decrease inMDA levels.58 AsMDA is amarker of

oxidative stress, this is a clear indication of reduced oxidative stress. Furthermore,

Lanzafame et al. noted that in a comparison of 200 versus 1000mg/day of vitamin

C given over a period of 4months to heavy smokers, the group taking 1000mg/day
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had a greater increase in semen parameters.58

3 Vitamin E: In a 1996 study by Suleiman et al., 110 asthenozoospermic patients
received 300mg of vitamin E daily over 26weeks.75 Motility increased while lipid
peroxidation levels decreased.75

4 Carnitine: Supplementation at 3mg/day over 3months positively affected
motility.76 A study by Vitali et al. reported an increase in motility to 80%.77

Lenzi et al. and Cavallini et al. found that 2 g of L-carnitine and 1 g of acetyl
L-carnitine improved sperm concentration and motility.78,79 Another study pro-
vided 3 g of carnitine in various forms (L-carnitine completely, acetyl L-carnitine
completely, or a combination of 2 g L-carnitine and 1 g acetyl L-carnitine) to 60
asthenozoospermic men over a period of 26weeks. An improvement was found
in straight progressive velocity and ROS-scavenging capacity.61 Hence, support
behind carnitine supplementation is evident.

Nonetheless, with carnitine specifically, the dosage is highly correlated with
effect. A lower dose (1 g of L-carnitine and 500mg of acetyl L-carnitine) given
over a span of 16weeks did not improve volume, motility, concentration, forward
progression, or seminal plasma, and did not increase semen levels.61 Hence, the
correct dose must be used in order to achieve maximal results.

5 Selenium: Studies have shown that selenium intake increases GPx activity. For
instance, an older study showed that 50 and 60ng/ml of selenium in semen was
correlated with the highest motility and sperm count in 125 men from couples
with infertility issues.80

However, contradictory reports exist as well. Small studies that provided
200–300mg/day supplements through selenite, selenium-enriched yeast, or diets
with high selenium content increased seminal selenium levels but did not affect
sperm characteristics.80 More research is needed to discern the true impact of
selenium on sperm parameters.

6 N-acetyl-cysteine (NAC): It has been proven to be very effective at increasing semen
parameters. In a study by Ciftci et al., 120 patients with idiopathic infertility
received 600mg of N-acetyl-cysteine for 13weeks.81 In patients receiving NAC
treatment, motility, volume, viscosity, and liquefaction time improved.81 Fur-
thermore, there was a clear reduction in oxidative stress as measured by total
antioxidant levels.81

7 Zinc sulfate (ZnSO4): In a study conducted by Omu et al., 100 patients with astheno-
zoospermia were split into two groups – a control group and an experimental
group that received 250mg of zinc sulfate twice daily for 3months.72 Zinc sup-
plementation leads to an overall improvement in sperm parameters in the exper-
imental group. A 10.5% difference between the two groups in sperm count was
seen along with a 12.8% difference in spermmembrane integrity and a 11.9% dif-
ference between the two groups in asthenozoospermia.72 In the same study, the
authors found that ZnSO4 also played an immunological role as T-helper cytokines
and interleukin-4 levels increased in the experimental group and TNF-α and anti-
sperm antibodies decreased.72 Another study that assessed the effects of 220mg of
zinc sulfate in 14 infertile patients reported 3 pregnancies and a general increase
in sperm count and motility.72



�

� �

�

Role of oxidants and antioxidants in male reproduction 243

Combined antioxidant treatments
1 Vitamins C and E: As these are the two most commonly used supplements for

antioxidant treatment, their combined effect has been extensively studied. In
one study, 8 weeks’ supplementation consisting of 1000mg of vitamin C and
800mg of vitamin E did not affect concentration, motility, morphology, volume,
or 24-h sperm survival.61 In a study by Greco et al., 500mg of vitamin A and
500mg of vitamin C given twice a day improved DNA fragmentation (as assessed
with the TUNEL assay).82 All 32 men in the study showed a decrease in DNA
fragmentation.82

However, adding 1mg of vitamin A and 100 μg of selenium to a combined
10mg of vitamin C and 15mg of vitamin E improved motility rates.82 In another
study, vitamin A, N-acetyl-cysteine, and zinc were given to men postvaricoc-
electomy along with vitamins C and E.76 This was a complicated regimen and
included, over the course of 13 weeks, daily administration of 0.06 IU/kg of
vitamin A, 3mg/kg of vitamin C, 0.2mg/kg of vitamin E, 10mg/kg of NAC, and
0.01mg/kg of zinc.76 Sperm count increased by 20-fold, and, of the 20 subjects,
6 of the originally infertile men had sperm counts greater than 20million/ml
posttreatment.76

2 Selenium and vitamin E: Extensive studies have shown some support for this com-
bination of supplementation. In a 1996 study, 100 μg/day of selenium and 400mg
of vitamin E was given to infertile men over a 1-month period.83 Later on, sele-
niumdoseswere increased by 200 μg/day over the next 4monthswhile the 400mg
of vitamin E remained constant.83 Selenium levels increased by 40% in semen
and by 23% in plasma.83 Motility increased by 19% and sperm viability increased
by approximately 30%. Nonetheless, in the small sample size of 9, no pregnan-
cies were reported.83 Furthermore, no noticeable increase in sperm concentration
occurred, and ejaculate volume actually decreased.83 In another study, a dose of
vitamin E (400mg) and selenium (225 μg) was compared with a control of vita-
min B. MDA concentration, an oxidative stress biomarker, decreased and motility
improved with the combination therapy.84

In a study of infertile men from Iran, researchers administered 200 μg
of selenium and 400 units of vitamin E over a period of 100 days.85 The
results showed a 52.6% total improvement in sperm characteristics (362 cases)
and a 10.8% increase in spontaneous pregnancies in comparison with the
no-treatment group.85 However, the authors were unable to determine whether
the improvement in sperm parameters was a result of the vitamin E rather than
selenium.

3 Selenium and N-acetyl-cysteine: In a 2009 study, 116 patients were random-
ized to receive 200 μg oral selenium daily, 118 patients to receive 600mg
oral N-acetyl-cysteine daily, 116 patients to receive 200 μg selenium plus
600mgN-acetyl-cysteine daily, and 118 patients to receive a placebo, all for
26weeks followed by no treatment over a period of 30 weeks.86 Serum testos-
terone and inhibin levels increased but FSH decreased in all of the treatment
groups.86 Furthermore, average sperm concentration, motility, and morphology
all increased in the treated patients compared to those receiving placebo.86 In
fact, 5–10% of each treatment group had a 50% or greater increase in sperm



�

� �

�

244 Chapter 15

concentration.86 Hence, it is indicated that this combined treatment may a viable
treatment for male infertility.

4 Menevit: this drug is a combination of 100mg of vitamin C, 400 IU of vitamin E,
500 μg of folate, 1000mg of garlic, 6mg of lycopene, 26 μg of selenium, and 25mg
of zinc. Tremellen et al. conducted a study on the efficacy of Menevit during in
vitro fertilization or intracytoplasmic sperm injection treatment. Their study did
not find any effect on the oocyte fertilization rate and embryo quality.87 However,
pregnancy rates improved by 38.5% compared to 16% in the control group.87

Hence, it can be concluded that Menevit may be effective.
5 Vitamins C E and ZnSO4: In a study by Omu et al. in 2008 on asthenozoospermicmen

with normal sperm concentrations, patients were separated into three treatment
groups: 200mg ZnSO4 only, 200mg ZnSO4 and 10mg vitamin E only, and 200mg
ZnSO4, 10mg vitamin E, and 5mg vitamin C.88 In all three treatment groups,
MDA and Bax expression decreased, and TAC increased; however, there were no
statistically significant differences between the groups.88 Thus, the combination of
these compounds may be unnecessary.

However, it is interesting to note that Bcl-2, an antiapoptotic antioxidant path-
way, increased, which could slow sperm apoptosis.88 Furthermore, there was a
decrease in IgG antibodies that served as antisperm antibodies.88

Harmful effect of antioxidants
Because there are no established antioxidant treatment guidelines or doses, negative
effects can occur. Furthermore, an increase in serum concentrations following antiox-
idant intake does not correlate with an increase at the testicular level.71 Hence, it is
difficult to pinpoint exact dosages for patients. The following section will detail the
known and proposed harmful effects of antioxidants.
1 Vitamin C: Few studies address the effectiveness of vitamin C in excessive amounts.

Moreover, these studies lacked a solid design andwere subject to bias. In fact, many
observational studies, for instance, found that vitamin C decreased cardiovascular
(CV) disease.68 Nonetheless, most randomized controlled trials reported no cor-
relation between antioxidants and lowered CV risk.68 Thus, study design clearly
impacts outcomes.

Doses of vitamin C as high as 1000mg may decrease mitochondrial production
and reduce endurance, thus leading to muscle recovery delay.68 The vitamin C
saturation of an average human body is 1 g/day. Thus, with higher levels of inges-
tion, excretion of the oxalate metabolite may crystallize to form kidney stones, and
hence, patients present with typical symptoms of back pain and dysuria.58 Other
side effects of an oversaturated vitamin C transport system include diarrhea and
indigestion.68

2 Zinc and selenium: Selenium and zinc are nutrients that are not themselves antiox-
idants, but are needed to promote the activity of certain antioxidant enzymes. In
excess amounts, they may cause certain adverse effects:
(a) Selenium:Normal serum selenium levels range from 70 to 90ng/ml as its maxi-

mal effect takes place in this specified range.68 In fact, most people receive ade-
quate selenium in their diets, and hence, its deficiency is rare. The Selenium
and Vitamin E Cancer Prevention Trial (SELECT) was a large randomized,
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placebo-controlled trial set to evaluate the potential benefit of selenium and

vitamin E for the prevention of prostate cancer.68 In this study, 35,000 men

who qualified for the study were divided into four groups, one of which was

selenium alone. After a mean of follow-up of 5.46 years, the selenium group

exhibited a statistically insignificant increased risk of type-2 diabetes, with a

lack of improvement in prostate cancer prevention.68 Although statistically

insignificant, it raised concerns.68 Furthermore, evidence also suggests that

values higher than normal may contribute to asthenozoospermia and DNA

methylation, causing genetic issues.71

(b) Zinc: The upper limit of tolerability of zinc is 40mg/day in adults.68 Above that

level, adverse effects can occur. The most common effects include vomiting,

abdominal cramping, diarrhea, urinary tract infections, and taste distortion.68

Long-term excessive intake may even impair the immune system, decrease

high-density lipoproteins, and hence, cause microcytic anemia or even copper

deficiency.68

A study done by Letizmann et al. evaluated zinc intake and its effects on prostate

cancer prevention. Among 46,974 adult men, those who were supplemented with

zinc higher than 100mg/day saw their risk for prostate cancer increase 2.3 times.89

In those taking less than 100mg/day, no increased risk was seen.89 These results

could be biased, however, due to the fact that calcium was given along with the

zinc, so it was not possible to establish a strong cause–effect relationship. Zinc has

also been shown to alter metabolism of certain drugs and other vitamins and min-

erals. Zinc, for example, interferes with absorption of tetracyclines, quinolones,

and penicillamine.68

3 Vitamin E: This refers to a set of eight fat-soluble compounds. Vitamin E is vital in

boosting the immune system and reducing CV risk.68 Nonetheless, supplementa-

tion in excess will lead to side effects such as heightened bleeding and even death.68

This was indicated in a meta-analysis done in 2005 by Miller et al., which con-

sisted of 135,967 adults in 19 placebo-controlled studies over a 1-year duration.90

A total of 60% of these subjects already had heart disease or risk factors for it.

The meta-analysis, though not entirely conclusive, found that 400 IU or more of

vitamin E given daily increased the likelihood of death.90 Nonetheless, the patient

cohort was older, and thus, the results may not apply to younger patients. Further-

more, studies also includedmultivitamins rather than pure vitamin E supplements.

In November 2004, the American Heart Association stated that large amounts of

vitamin E (>400 IU) may be harmful.68

Other trials included the HOPE and HOPE-TOO trials where 400 IU of vitamin

E were administered daily for a median of 7 year. 68 Supplementation did not pre-

vent fatal and nonfatal cancers, major CV events, or death. However, the risk for

heart failure increased. In fact, a regression analysis showed that vitamin E was an

independent predictor of heart failure, and echography studies found that vitamin

E does in fact lower left ventricular ejection fraction.68

A double-blind, placebo-controlled trial by Hemila et al. consisting of Dutch

subjects aged 60 years or older found that respiratory infections were more severe

in those taking 200mg vitamin E daily.91 Vitamin E supplementation could also

cause harm in certain patient groups.68
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A systematic review of published studies of antioxidants for male partners of
couples undergoing assisted reproduction techniques by Showell et al. reported
that miscarriages were unlikely.92

4 β-Carotene: This is an important source of vitamin A. Carotenoids can be converted
into retinol in the human body. However, excessive levels can be detrimental. The
ATBC trial and the CARET trial found that β-carotene study groups had increased
incidences of lung cancer, and that the supplements did not help prevent other
malignancies.68 The latter of these trials could not determine a true cause–effect
relationship, as vitamin A and β-carotene were both administered. The ATBC trial,
however, reported a direct correlation between β-carotene and heightened mor-
tality in the study groups.68 Lack of β-carotene in preventing neoplasms was also
exhibited in a large randomized, double-blind study over 12 years that consisted of
22,071 male physicians who received 50mg of β-carotene supplements on alter-
nate days.68

β-Carotene supplements may cause yellowing of the skin, known as hyper-
carotenemia, and GI disturbances, which are reversible.68 Other studies, as that of
theWomen’s Health Study (a large cohort of American women older than 45 years
of age), reported a correlation between β-carotene and heightened risk of stroke
over a period of 4.1 years.68 This result was statistically insignificant, but could still
indicate a serious adverse event that must be noted.

Other antioxidants associated with side effects include the following.
(a) Carnitine:Doses greater than 4mg/day may result in GI irritability, body odor, and

seizures.93

(b) Lycopene: Excess intake can bring about GI irritability and changes in skin color.67

(c) N-acetyl-cysteine: Caused GI irritability along with rash, fever, headaches, drowsi-
ness, and hepatic toxicity.94

(d) Pentoxifylline: Caused headache, general pain, diarrhea, and abnormal stool.95

(e) Resveratrol: Excess amounts lead to nausea, abdominal pain, and diarrhea.96

Conclusion and key points

The significance of this chapter lies in its ability to provide a novel understanding of
the current literature on oxidants and antioxidants. Furthermore, it provides a sys-
tematic review of antioxidant regimens and provides the efficacy levels of each. This
was written in hopes that researchers will better understand the most novel effects of
oxidative stress in the pathophysiology of male reproduction and that clinicians will
have a reference to help them better treat their patients with male infertility. Finally,
clinicians must be careful when determining doses of antioxidants as in excess quan-
tity they can cause adverse effects.

Multiple choice questions

1 Physiological levels of reactive oxygen species are required for

a Acrosome reaction
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b. Apoptosis

c. Capacitation

d. Hyperactivation

2 In the spermatozoa, oxidative stress causes

a. Lipid peroxidation

b. DNA damage

c. Apoptosis

d. Excessive residual cytoplasm

3 Factors that may induce oxidative stress in the male include

a. Alcohol intake

b. Radiation

c. Smoking

d. Environmental toxins

References

1 Agarwal, A., K. Makker, R. Sharma. 2008. “Clinical relevance of oxidative stress in male

factor infertility: an update.” American Journal of Reproductive Immunology 59(1):2–11.

2 Agarwal, A., D. Durairajanayagam, J. Halabi, J. Peng, M. Vazquez-Levin. 2014. “Proteomics,

oxidative stress and male infertility.” Reproductive Biomedicine Online 29(1):32–58.

3 Aitken, R. J., K. T. Jones, S. A. Robertson. 2012. “Reactive oxygen species and sperm

function-in sickness and in health.” Journal of Andrology 33(6):1096–1106.

4 Kehrer, J. P. 2000. “The Haber–Weiss reaction and mechanisms of toxicity.” Toxicology

149(1):43–50.

5 Benedetti, S., M. C. Tagliamonte, S. Catalani, M. Primiterra, F. Canestrari, S. De Stefani,

S. Palini, C. Bulletti. 2012. “Differences in blood and semen oxidative status in fertile and

infertile men, and their relationship with sperm quality.” Reproductive Biomedicine Online

25(3):300–306.

6 Tremellen, K. 2008. “Oxidative stress and male infertility – a clinical perspective.” Human

Reproduction Update 14(3):243–258.

7 Agarwal, A., A. Aponte-Mellado, B. J. Premkumar, A. Shaman, S. Gupta. 2012. “The effects

of oxidative stress on female reproduction: a review.” Reproductive Biology and Endocrinology

10:49.

8 Salway, J.G. (2012) Medical Biochemistry at a Glance, 3rd edn. Wiley-Blackwell.

9 Doshi, S. B., K. Khullar, R. K. Sharma, A. Agarwal. 2012. “Role of reactive nitrogen species

in male infertility.” Reproductive Biology and Endocrinology 10:109.

10 Agarwal, A., G. Virk, C. Ong, S. S. du Plessis. 2014. “Effect of oxidative stress on male

reproduction.” World Journal of Men’s Health 32(1):1–17.

11 Rengan, A. K., A. Agarwal, M. van der Linde, S. S. du Plessis. 2012. “An investigation of

excess residual cytoplasm in human spermatozoa and its distinction from the cytoplasmic

droplet.” Reproductive Biology and Endocrinology 10:92.

12 Said, T.; Gokul S.; Agarwal, A. 2012. “Clinical consequences of oxidative stress inmale infer-

tility” Studies on Men’s Health and Fertility, R. J. Aitken, A. Agarwal, J. G. Alvarez, 535–549.

Humana Press.

13 Shiraishi, K., H. Matsuyama, H. Takihara. 2012. “Pathophysiology of varicocele in male

infertility in the era of assisted reproductive technology.” International Journal of Urology

19(6):538–550.

14 Chen, Shu-jian, Jean-Pierre Allam, Yong-gang Duan, Gerhard Haidl. 2013. “Influence of

reactive oxygen species on human sperm functions and fertilizing capacity including ther-

apeutical approaches.” Archives of Gynecology and Obstetrics 288(1):191–199.



�

� �

�

248 Chapter 15

15 Hipler, UC, M Görnig, B Hipler, W Römer, and G Schreiber. 1999. “Stimulation and

scavestrogen-induced inhibition of reactive oxygen species generated by rat Sertoli cells.”

Archives of Andrology 44(2):147–154.

16 Thun, M. J., B. D. Carter, D. Feskanich, N. D. Freedman, R. Prentice, A. D. Lopez, P. Hartge,

S. M. Gapstur. 2013. “50-Year trends in smoking-related mortality in the United States.”

New England Journal of Medicine 368(4):351–364.

17 Kothari, S., A. Thompson, A. Agarwal, S. S. du Plessis. 2010. “Free radicals: their ben-

eficial and detrimental effects on sperm function.” Indian Journal of Experimental Biology

48(5):425–435.

18 Jensen, T. K., B. L. Heitmann, M. B. Jensen, T. I. Halldorsson, A. M. Andersson, N. E.

Skakkebaek, U. N. Joensen, M. P. Lauritsen, P. Christiansen, C. Dalgard, T. H. Lassen, N.

Jorgensen. 2013. “High dietary intake of saturated fat is associated with reduced semen

quality among 701 young Danish men from the general population.” American Journal of

Clinical Nutrition 97(2):411–418.

19 Afeiche, M. C., N. D. Bridges, P. L. Williams, A. J. Gaskins, C. Tanrikut, J. C. Petrozza, R.

Hauser, J. E. Chavarro. 2014. “Dairy intake and semen quality among men attending a

fertility clinic.” Fertility and Sterility 101(5):1280–1287.

20 Barazani, Y., B. F. Katz, H. M. Nagler, D. S. Stember. 2014. “Lifestyle, environment, and

male reproductive health.” The Urologic Clinics of North America 41(1):55–66.

21 Qin, Dan-Dan, Wei Yuan, Wei-Jin Zhou, Yuan-Qi Cui, Jun-Qing Wu, Er-Sheng Gao. 2007.

“Do reproductive hormones explain the association between body mass index and semen

quality?” Asian Journal of Andrology 9(6):827–834.

22 Hadjkacem Loukil, L., H. Hadjkacem, A. Bahloul, H. Ayadi. 2014. “Relation between male

obesity and male infertility in a Tunisian population.” Andrologia. 47(3):282–5.

23 Jensen, T. K., S. Swan, N. Jorgensen, J. Toppari, B. Redmon, M. Punab, E. Z. Drobnis, T. B.

Haugen, B. Zilaitiene, A. E. Sparks, D. S. Irvine, C. Wang, P. Jouannet, C. Brazil, U. Paasch,

A. Salzbrunn, N. E. Skakkebaek, A. M. Andersson. 2014. “Alcohol and male reproductive

health: a cross-sectional study of 8344 healthy men from Europe and the USA.” Human

Reproduction. 29(8)1801–9.

24 Jang, M. H., M. C. Shin, H. S. Shin, K. H. Kim, H. J. Park, E. H. Kim, C. J. Kim. 2002. “Alco-

hol induces apoptosis in TM3 mouse Leydig cells via bax-dependent caspase-3 activation.”

European Journal of Pharmacology 449(1–2):39–45.

25 La Vignera, S., R. A. Condorelli, E. Vicari, R. D’Agata, and A. E. Calogero. 2012. “Effects of

the exposure to mobile phones on male reproduction: a review of the literature.” Journal of

Andrology 33(3):350–356.

26 Chari, Maryam Gholinezhad, and Abasalt Hosseinzadeh Colagar. 2011. “Seminal plasma

lipid peroxidation, total antioxidant capacity, and cigarette smoking in asthenoteratosper-

mic men.” Journal of Men’s Health 8(1):43–49.

27 Taha, E. A., A. M. Ez-Aldin, S. K. Sayed, N. M. Ghandour, T. Mostafa. 2012. “Effect of

smoking on sperm vitality, DNA integrity, seminal oxidative stress, zinc in fertile men.”

Urology 80(4):822–825.

28 Saleh, R.A., A. Agarwal, R.K. Sharma, et al. 2002. Effect of cigarette smoking on lev-

els of seminal oxidative stress in infertile men: a prospective study. Fertillity and Sterility

78(3):491–499.

29 Deepinder, F., M. Cocuzza, A. Agarwal. 2008. “Should seminal oxidative stress measure-

ment be offered routinely to men presenting for infertility evaluation?” Endocrine Practice

14(4):484–491.

30 Agarwal, A., S. S. Allamaneni, T. M. Said. 2004. “Chemiluminescence technique for mea-

suring reactive oxygen species.” Reproductive Biomedicine Online 9(4):466–468.

31 Agarwal, A., Aziz, N. & Rizk, B. (2013) Studies on Women’s Health. Humana Press, New York,

pp. 33–60.



�

� �

�

Role of oxidants and antioxidants in male reproduction 249

32 Mahfouz, R., R. Sharma, J. Lackner, N. Aziz, A. Agarwal. 2009. “Evaluation of chemilu-

minescence and flow cytometry as tools in assessing production of hydrogen peroxide and

superoxide anion in human spermatozoa.” Fertility and Sterility 92(2):819–827.

33 Mitchell, LA, GN De Iuliis, and R John Aitken. 2011. “The TUNEL assay consistently under-

estimates DNA damage in human spermatozoa and is influenced by DNA compaction and

cell vitality: development of an improved methodology.” International Journal of Andrology

34(1):2–13.

34 Sharma, R., J. Masaki, A. Agarwal. 2013. “Sperm DNA fragmentation analysis using the

TUNEL assay.” Methods in Molecular Biology 927:121–136.

35 Pahune, P. P., A. R. Choudhari, P. A. Muley. 2013. “The total antioxidant power of semen

and its correlation with the fertility potential of human male subjects.” Journal of Clinical

and Diagnostic Research 7(6):991–995.

36 Takagi, Y., T. Nikaido, T. Toki, N. Kita, M. Kanai, T. Ashida, S. Ohira, and I. Konishi. 2004.

“Levels of oxidative stress and redox-related molecules in the placenta in preeclampsia and

fetal growth restriction.” Virchows Archiv 444(1):49–55.

37 Pourova, J., M. Kottova, M. Voprsalova, M. Pour. 2010. “Reactive oxygen and nitrogen

species in normal physiological processes.” Acta Physiologica 198(1):15–35.

38 Vernet, P, RJ Aitken, JR Drevet. 2004. “Antioxidant strategies in the epididymis.” Molecular

and Cellular Endocrinology 216(1):31–39.

39 Sabeur, K, BA Ball. 2007. “Characterization of NADPH oxidase 5 in equine testis and sper-

matozoa.” Reproduction 134(2):263–270.

40 Rousseaux, J, R Rousseaux-Prevost. 1995. “Molecular localization of free thiols in human

sperm chromatin.” Biology of Reproduction 52(5):1066–1072.

41 Ménézo, Yves JR, André Hazout, Gilles Panteix, François Robert, Jacques Rollet, Paul

Cohen-Bacrie, François Chapuis, Patrice Clément, Moncef Benkhalifa. 2007. “Antioxi-

dants to reduce sperm DNA fragmentation: an unexpected adverse effect.” Reproductive

Biomedicine Online 14(4):418–421.

42 Aitken, R. J., M. A. Baker. 2013. “Causes and consequences of apoptosis in spermatozoa;

contributions to infertility and impacts on development.” International Journal of Developmen-

tal Biology 57(2–4):265–272.

43 Aitken, R. J. 2011. “The capacitation-apoptosis highway: oxysterols and mammalian sperm

function.” Biology of Reproduction 85(1):9–12.

44 de Lamirande, E., .C. O’Flaherty. 2008. “Sperm activation: role of reactive oxygen species

and kinases.” Biochimica et Biophysica Acta (BBA) – Proteins and Proteomics 1784(1):106–115.

45 de Lamirande, Eve, and Claude Gagnon. 1998. “Paradoxical effect of reagents for sulfhydryl

and disulfide groups on human sperm capacitation and superoxide production.” Free Radical

Biology and Medicine 25(7):803–817.

46 Griveau, J. F., andD. Le Lannou. 1994. “Effects of antioxidants on human sperm preparation

techniques.” International Journal of Andrology 17(5):225–231.

47 Aitken, R John. 1997. “Molecular mechanisms regulating human sperm function.” Molecu-

lar Human Reproduction 3(3):169–173.

48 Wong, J. L., R. Creton, G. M.Wessel. 2004. “The oxidative burst at fertilization is dependent

upon activation of the dual oxidase Udx1.” Developmental Cell 7(6):801–814.

49 Makker, K., A. Agarwal, R. Sharma. 2009. “Oxidative stress & male infertility.” Indian Jour-

nal of Medical Research 129(4):357–367.

50 Sharma R and Agarwal A. 2011. "Spermatogenesis: an overview." Sperm Chromatin, Zini A,

Agarwal A. Springer, New York. 19–44.

51 El-Fakahany, Hasan M, Denny Sakkas. 2011. “Abortive apoptosis and sperm chromatin

damage.” Sperm Chromatin, 295–306. Springer.

52 Tvrda, E., Z. Knazicka, L. Bardos, P. Massanyi, N. Lukac. 2011. “Impact of oxidative stress

on male fertility – a review.” Acta Veterinaria Hungarica 59(4):465–484.



�

� �

�

250 Chapter 15

53 Taylor, A., A. Robson, B. C. Houghton, C. A. Jepson, W. C. Ford, J. Frayne. 2013. “Epididy-

mal specific, selenium-independent GPX5 protects cells from oxidative stress-induced lipid

peroxidation and DNA mutation.” Human Reproduction 28(9):2332–2342.

54 Imai, H., and Y. Nakagawa. 2003. “Biological significance of phospholipid hydroperoxide

glutathione peroxidase (PHGPx, GPx4) inmammalian cells.” Free Radical Biology andMedicine

34(2):145–169.

55 Fujii, J., J. I. Ito, X. Zhang, T. Kurahashi. 2011. “Unveiling the roles of the glutathione redox

system in vivo by analyzing genetically modified mice.” Journal of Clinical Biochemistry and

Nutrition 49(2):70–78.

56 Kaneko, T., Y. Iuchi, T. Kobayashi, T. Fujii, H. Saito, H. Kurachi, J. Fujii. 2002. “The expres-

sion of glutathione reductase in the male reproductive system of rats supports the enzy-

matic basis of glutathione function in spermatogenesis.” European Journal of Biochemistry

269(5):1570–1578.

57 Mancini, A., S. Raimondo, M. Persano, C. Di Segni, M. Cammarano, G. Gadotti, A. Sil-

vestrini, A. Pontecorvi, E. Meucci. 2013. “Estrogens as antioxidant modulators in human

fertility.” International Journal of Endocrinology 2013:607939.

58 Lanzafame, F., S. La Vignera, A. E. Calogero. 2012. "Best practice guidelines for the use of

antioxidants." Male Infertility, 487–497. Springer.

59 Song, G. J., E. P. Norkus, and V. Lewis. 2006. “Relationship between seminal ascorbic acid

and sperm DNA integrity in infertile men.” International Journal of Andrology 29(6):569–575.

60 Fraga, C. G., P. A. Motchnik, M. K. Shigenaga, H. J. Helbock, R. A. Jacob, B. N. Ames. 1991.

“Ascorbic acid protects against endogenous oxidative DNA damage in human sperm.” Pro-

ceedings of the National Academy of Sciences of the United States of America 88(24):11003–11006.

61 Ross, C, A Morriss, M Khairy, Y Khalaf, P Braude, A Coomarasamy, T El-Toukhy. 2010.

“A systematic review of the effect of oral antioxidants on male infertility.” Reproductive

Biomedicine Online 20(6):711–723.

62 Bornman, M. S., T. D. du, B. Otto, Muller I. I. P. Hurter, D. J. du Plessis. 1989. “Semi-

nal carnitine, epididymal function and spermatozoal motility.” South African Medical Journal

75(1):20–21.

63 Rao, A. V.,M. R. Ray, and L. G. Rao. 2006. “Lycopene.”Advances in Food andNutrition Research

51:99–164.

64 Sekhon, L.H., Kashou A.H., Agarwal A. 2012. “Oxidative stress and the use of antioxidants

for idiopathic OATs” In Studies on Men’s Health and Fertility, R. J. Aitken, A. Agarwal, J. G.

Alvarez, 485–516. Humana Press.

65 Ustundag, S., S. Sen, O. Yalcin, S. Ciftci, B. Demirkan, M. Ture. 2009. “L-Carnitine

ameliorates glycerol-induced myoglobinuric acute renal failure in rats.” Renal Failure

31(2):124–133.

66 Mora-Esteves, C., and D. Shin. 2013. “Nutrient supplementation: improving male fertility

fourfold.” Seminars in Reproductive Medicine 31(4):293–300.

67 Ko, E. Y., E. S. Sabanegh, Jr., 2012. “The role of over-the-counter supplements for the

treatment of male infertility – fact or fiction?” Journal of Andrology 33(3):292–308.

68 Stewart, Adam F, and Edward D Kim. 2012. "Harmful effects of antioxidant therapy." In

Male Infertility, 499–506. Springer.

69 Türk, Silver, ReetMändar, RiinaMahlapuu, Anu Viitak,Margus Punab, Tiiu Kullisaar. 2014.

“Male infertility: decreased levels of selenium, zinc and antioxidants.” Journal of Trace Ele-

ments in Medicine and Biology 28(2):179–185.

70 Eroglu M., Sahin S., Durukan B., Ozakpinar O.B., Erdinc N., Turkgeldi L., Sofuoglu K., and

Karateke A. 2014. “Blood serum and seminal plasma selenium, total antioxidant capacity

and coenzyme levels in relation to semen param eters in men with idiopathic infertility.”

Biological Trace Element Research 159(1–3):46–51.



�

� �

�

Role of oxidants and antioxidants in male reproduction 251

71 Menezo, Yves, Don Evenson, Marc Cohen, Brian Dale. 2014. "Effect of antioxidants on

sperm genetic damage." In Genetic Damage in Human Spermatozoa, 173–189. Springer.

72 Omu, A. E., H. Dashti, and S. Al-Othman. 1998. “Treatment of asthenozoospermia with zinc

sulphate: andrological, immunological and obstetric outcome.” European Journal of Obstetrics,

Gynecology, and Reproductive Biology 79(2):179–184.

73 Collodel, G, MG Federico, M Geminiani, S Martini, C Bonechi, C Rossi, N Figura, E Moretti.

2011. “Effect of trans-resveratrol on induced oxidative stress in human sperm and in rat

germinal cells.” Reproductive Toxicology 31(2):239–246.

74 Wang, H-J, Q Wang, Z-M Lv, C-L Wang, C-P Li, Y-L Rong. 2014. “Resveratrol appears to

protect against oxidative stress and steroidogenesis collapse in mice fed high-calorie and

high-cholesterol diet.” Andrologia 47(1):59–65.

75 Suleiman S.A., M.E Ali, Z.M. Zaki, et al. 1996. Lipid peroxidation and human sperm motil-

ity: protective role of vitamin E. Journal of Andrology 17(5):530–537.

76 Paradiso Galatioto, G., G. L. Gravina, G. Angelozzi, A. Sacchetti, P. F. Innominato, G. Pace,

G. Ranieri, C. Vicentini. 2008. “May antioxidant therapy improve sperm parameters of men

with persistent oligospermia after retrograde embolization for varicocele?” World Journal of

Urology 26(1):97–102.

77 Vitali, G., R. Parente, C. Melotti. 1995. “Carnitine supplementation in human idio-

pathic asthenospermia: clinical results.” Drugs under Experimental and Clinical Research

21(4):157–159.

78 Lenzi, A., P. Sgrò, P. Salacone, et al. 2004. A placebo-controlled double-blind random-

ized trial of the use of combined l-carnitine and l-acetyl-carnitine treatment in men with

asthenozoospermia. Fertility and Sterility 81(6):1578–1584.

79 Cavallini, G., A.P. Ferraretti, L. Gianaroli, et al. 2004. Cinnoxicam and L-carnitine/acetyl-

L-carnitine treatment for idiopathic and varicocele-associated oligoasthenospermia. Journal

of Andrology 25(5):761–772.

80 Mistry, HD., FB Pipkin, CW G Redman, L Poston. 2012 “Selenium in reproductive health.”

American Journal of Obstetrics & Gynecology 206(1):21–30.

81 Ciftci, H., A. Verit, M. Savas, et al. 2009. Effects of N-acetylcysteine on semen parameters

and oxidative/antioxidant status. Urology 74(1):73–76.

82 Greco, E., M. Iacobelli, L. Rienzi, et al. 2005. Reduction of the incidence of sperm DNA

fragmentation by oral antioxidant treatment. Journal of Andrology 26(3):349–353.

83 Vezina, D., F. Mauffette, K. D. Roberts, G. Bleau. 1996. “Selenium-vitamin E supplemen-

tation in infertile men. Effects on semen parameters and micronutrient levels and distribu-

tion.” Biological Trace Element Research 53(1–3):65–83.

84 Keskes-Ammar, L., N. Feki-Chakroun, T. Rebai, Z. Sahnoun, H. Ghozzi, S. Hammami, K.

Zghal, H. Fki, J. Damak, A. Bahloul. 2003. “Sperm oxidative stress and the effect of an oral

vitamin E and selenium supplement on semen quality in infertile men.” Archives of Andrology

49(2):83–94.

85 Moslemi, M. K., S. Tavanbakhsh. 2011. “Selenium-vitamin E supplementation in infer-

tile men: effects on semen parameters and pregnancy rate.” International Journal of General

Medicine 4:99–104.

86 Safarinejad, MR, S Safarinejad. 2009. “Efficacy of selenium and/or N-acetyl-cysteine for

improving semen parameters in infertile men: a double-blind, placebo controlled, random-

ized study.” The Journal of Urology 181(2):741–751.

87 Tremellen, K., G. Miari, D. Froiland, and J. Thompson. 2007. “A randomised control trial

examining the effect of an antioxidant (Menevit) on pregnancy outcome during IVF-ICSI

treatment.” Australian and New Zealand Journal of Obstetrics and Gynaecology 47(3):216–221.

88 Omu, A. E., M. K. Al-Azemi, E. O. Kehinde, J. T. Anim, M. A. Oriowo, T. C. Mathew. 2008.

“Indications of the mechanisms involved in improved sperm parameters by zinc therapy.”

Medical Principles and Practice 17(2):108–816.



�

� �

�

252 Chapter 15

89 Leitzmann,M.F., M.J. Stampfer, K.Wu, et al. 2003. Zinc supplement use and risk of prostate

cancer. Journal of the National Cancer Institute 95(13):1004–1007.

90 Miller, E.R. 3rd, R. Pastor-Barriuso, D. Dalal, et al. 2005. Meta-analysis: high-dosage

vitamin E supplementation may increase all-cause mortality. Annals of Internal Medicine

142(1):37–46.

91 Hemilä H, Kaprio J, Albanes D, et al. 2002. Vitamin C, vitamin E, and beta-carotene in

relation to common cold incidence in male smokers. Epidemiology. 13(1):32–7.

92 Showell, M. G., J. Brown, A. Yazdani, M. T. Stankiewicz, and R. J. Hart. 2011. “Antioxidants

for male subfertility.” Cochrane Database of Systematic Reviews 19(1):Cd007411.

93 Alpers, DH, WF Stenson, BE Taylor, and DM Bier. 2008. Manual of Nutritional Therapeutics.

5th ed. Philadelphia, PA: Lippincott Williams & Wilkins.

94 Holdiness, M. R. 1991. “Clinical pharmacokinetics of N-acetylcysteine.” Clinical Pharmacoki-

netics 20(2):123–134.

95 Dawson, D. L., B. S. Cutler, W. R. Hiatt, R. W. Hobson, 2nd,, J. D. Martin, E. B. Bortey,

W. P. Forbes, D. E. Strandness, Jr., 2000. “A comparison of cilostazol and pentoxifylline for

treating intermittent claudication.” American Journal of Medicine 109(7):523–530.

96 Patel, K. R., E. Scott, V. A. Brown, A. J. Gescher, W. P. Steward, K. Brown. 2011. “Clinical

trials of resveratrol.” The Annals of the New York Academy of Sciences 1215:161–169.



�

� �

�

CHAPTER 16

Role of oxidants and antioxidants
in female reproduction
Ashok Agarwal1, Hanna Tadros1,2, and Eva Tvrdá1,3
1American Center for Reproductive Medicine, Cleveland Clinic, Cleveland, OH 44195, USA
2College of Medicine, The Royal College of Surgeons in Ireland-Bahrain, Muharraq, Bahrain
3Department of Animal Physiology, Slovak University of Agriculture, Nitra, Slovakia

THEMATIC SUMMARY BOX

At the end of this chapter, students should be able to:

• Define the term oxidative stress

• Describe the importance of reactive oxygen species and reactive nitrogen species in
oxidative stress

• Describe the general physiological roles of reactive oxygen species

• Discuss the significance of antioxidants in our body and their therapeutic role in female
infertility

• Describe how endogenous and exogenous free radicals stimulate and initiate disease

• List the different methods used to detect reactive oxygen species

• Discuss how reactive oxygen species play a role in female reproductive physiology

• List the factors that contribute to oxidative stress in the female

• Describe the pathological roles of oxidative stress in the female reproductive tract

Introduction

Reactive oxygen species (ROS) and reactive nitrogen species (RNS) are naturally
produced in the human body. In fact, they are key by-products in oxygen-utilizing
metabolic processes such as oxidative phosphorylation and play essential roles as sec-
ondary messengers in intracellular signaling pathways.1,2 Levels of ROS and RNS are
kept within physiologic limits by antioxidants. Thus, normal cell function is a bal-
anced interplay of antioxidant defenses and reactive oxygen and nitrogen species
production. As with any concept of balance in the human system, it is assumed that

Oxidative Stress and Antioxidant Protection: The Science of Free Radical Biology and Disease, First Edition.
Edited by Donald Armstrong and Robert D. Stratton.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.
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a graded response will occur when it is disrupted, with small and immediate changes
manageable by homeostatic mechanisms.2 Major changes, on the other hand, either
due to aggressive increases in ROS or RNS or inadequate antioxidants, lead to a condi-
tion called oxidative stress.3 Oxidative stress is highly pathogenic and associated with
reproductive diseases such as polycystic ovary syndrome and endometriosis as well as
pregnancy complications including spontaneous abortion and preeclampsia – these
will be further outlined in this chapter.

Reactive oxygen species

Characteristics of reactive oxygen species
The production of ROS requires the presence of oxygen. Oxygen is necessary as a final
electron acceptor in the production of adenosine-5-triphosphate (ATP) during mito-
chondrial oxidative phosphorylation to yield water. Nonetheless, what makes oxygen
necessary is also what makes it potentially damaging. Oxygen (O2), by nature, is a
highly reactive, diradical species that accepts free electrons readily. When oxygen
consumption occurs during electron transfer, radicals or oxygen ions are produced,
which are highly reactive due to unpaired electrons in their outermost shell.4 These
short-lived, toxic ROS are produced due to electron leakage from the electron trans-
port chain process toward the end of oxidative phosphorylation.3 The main type
of ROS that is produced includes the superoxide anion – a product of NADPH oxi-
dase reactions and the hydroxyl radical – by spontaneous degeneration of hydrogen
peroxide.5 There are two redox reactions highly implicated in ROS production:
1 The Haber–Weiss reaction:

•O−
2 + H2O2 →

•OH +OH− +O2

The Haber–Weiss reaction produces the highly reactive hydroxyl radical (•OH),
which can also facilitate interactions between the superoxide anion (•O−

2 ) and
hydrogen peroxide (H2O2). Hydrogen peroxide is not a free radical per se, but is
highly implicated in their generation and breakdown.3 This reaction is thermody-
namically unstable and, hence, requires a catalyst to proceed – this is known as
the Fenton reaction.

2 The Fenton reaction:

Fe3+ + •O−
2 → Fe2+ +O2

Fe2+ + H2O2 → Fe3+ +OH– + •OH

In the Fenton reaction, a metal ion acts as a catalyst and produces a net prod-
uct of hydroxyl radicals (•OH). Thus, metallic cations such as copper or iron ions
contribute to ROS generation by acting as catalysts.3

Other systems contributing to superoxide production include NADPH oxidase,
which is a core enzyme in cellular respiration. It is found in the form of NADPH oxi-
dase 1 (NOX1), NADPH oxidase 2 (NOX2), and NADPH oxidase 3 (NOX3) in smooth
muscle and vascular endothelium, dual oxidases 1 and 2 (DUOX1 and DUOX2), and
NADPH oxidase 4 (NOX4) in epithelial cells.4
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Furthermore, the short electron chain in the endoplasmic reticulum, cytochrome
P450 of the liver, and the enzyme xanthine oxidase also produce ROS.3

General physiological roles
ROS are produced as a leukocyte defense mechanism. When foreign microbes are
detected, phagocytic leukocytes such as neutrophils and macrophages ingest and kill
microbes via ROS-releasing, respiratory bursts in the phagolysosome. This is facili-
tated by a phagosome membrane enzyme called myeloperoxidase, which produces
superoxide (•O−

2 ).
5 Subsequently, hydrogen peroxide (H2O2), followed by a highly

reactive compound called hypochlorite (ClO−), is generated.5

Beyond the immune system, ROS are also vital secondary messengers that acti-
vate downstream signal transducing pathways that influence expression and activity
of cytokines, ions, and growth factors. As a matter of fact, ROS have been specif-
ically implicated in core apoptotic pathways. The final product of this pathway is
the release of cytochrome c and other proapoptotic cell mediators. This is achieved
by activating c-Jun N-terminal kinase (a member of the mitogen-activated protein
(MAP) kinases family) in response to stress stimuli, which in turn phosphorylates
and releases Bcl-2-related proteins.4 This initiates the uncoupling of protein Bax and
its translocation to oligomerize inside the mitochondria.4 Bax in the mitochondria
catalyzes the production of the final proapoptotic mediators. Both Bax (proapop-
totic) and Bcl-2 (antiapoptotic) are proteins implicated in themitochondrial apoptotic
pathway (Figure 16.1).
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Figure 16.1 c-Jun N terminal kinase pathway and apoptosis. ROS act as secondary messengers

that activate core apoptotic pathways via the activation of the c-Jun N-terminal kinase. (See

color plate section for the color representation of this figure.)
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ROS and potential means of damage
When the effects of ROS are either exaggerated or left unchecked, cellular injury
occurs. The extent of damage depends on rates of production and removal of ROS.5

Cell injury manifests as (Figure 16.2):
1 Lipid peroxidation of membranes: The cell membrane is a compilation of a variety

of macromolecules. However, lipids in the form of polyunsaturated fatty acids
(PUFAs) make up the majority of the cell membrane. Thus, being unsaturated,
exposed double bonds that form kinks (turns) in the fatty acid chain are susceptible
to oxidation.5 Specifically, at these kinks, PUFAs and ROS react to produce perox-
ide (O2−

2 ), which is highly implicated in inducing an autocatalytic chain reaction.5

Furthermore, excess peroxide may induce apoptosis. It should be noted that lipid
peroxidation depends on the enzyme sphingomyelinase and on the subsequent
ceramide release.4

2 DNA injury: Because reactive species are highly diffusible, both nuclear DNA
and mitochondrial DNA are susceptible to attack. Highly damaging single-strand
breaks occur via thymine reactions.5 DNA injury is vastly detrimental and
produces defects in several downstream processes including future transcription
and translation of proteins and even gene expression and cellular adaption.
Premature cellular aging, cell death, and malignant transformation could also
occur.5
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3 Protein manipulation: Proteins, regardless of their degree of structural complex-
ity, pose a viable site of attack for ROS. Free radical interaction may cross-link
sulfhydryl molecules, leading to conformational change of the polypeptide and,
thus, loss of function or enhanced protein degradation.5 Direct oxidation or nitro-
sylation of proteins could also produce carbonyl, nitration, or nitrotyrosine, all of
which are capable of disrupting enzyme function as well.4

Characteristics of reactive nitrogen species,
physiological roles, and mechanisms of damage

Reactive nitrogen species are also vital contributors to oxidative stress. These include
both nitric oxide (NO) and nitrogen dioxide (NO2) and other less reactive species
such as nitrosamines and peroxynitrite (ONOO−).3 Nitric oxide is physiologically fun-
damental in human vasoregulation and also plays a role in signaling at the cellular
level. Nonetheless, although RNS exist at some level in humans, excess sources of
RNS in mammals also lead to oxidative stress. RNS are produced mainly through a
reaction of oxygen and L-arginine and their reaction with superoxide anions, which
ultimately leads to peroxynitrite formation.3

To understand how RNS can cause damage, a general overview of the physiologi-
cal attributes of RNS must be discussed. Nitric oxide production and function depend
on its location within the body and nitric oxide synthase (NOS) enzymes present in
tissue. For example, NO acts as a neurotransmitter in the central nervous system and
is produced by the neuronal nitric oxide synthase (nNOS) enzyme system.3 NO is
also produced in macrophages by inducible nitric oxide synthase (iNOS) and plays a
vital role in the initial vasodilation and immune cell recruitment in inflammation.3

In the female reproductive system, the endothelial nitric oxide synthase (eNOS)
enzyme produces NO at an elevated level in response to luteinizing hormone (LH)
and human chorionic gonadotropin (hCG).3 This is because eNOS activity is sen-
sitive to intracellular calcium, and in a normal pregnancy, sustained or capacitive
calcium entry occurs to maintain eNOS activity.3 Lack thereof will lead to inade-
quately vasodilated uterine vessels and hypertensive-related complications.3 On the
other hand, overproduction of RNS may lead to an exaggerated response.

Other effects of high levels of RNS include protein structure anomalies, which
in turn compromise enzymatic activity, cytoskeletal organization, and cell signal
transduction.3

Antioxidants

Throughout our evolutionary adaptations, the human body has developed several
defense mechanisms to balance levels of reactive species in our bodies. There are
repair mechanisms, preventative mechanisms, physical defenses, and antioxidant
defenses. The latter can be divided into enzymatic and nonenzymatic molecules.
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Nonenzymatic antioxidants
Nonenzymatic antioxidants are generally exogenous andmust be ingested in the form
of nutrients.6 These low molecular weight molecules, nonetheless, are necessary.

Themost vital molecules include ascorbic acid (vitamin C) and α-tocopherol (vita-
min E). They act as dual cofactors, with vitamin C needed to regenerate vitamin E.2

Other molecules include thiol compounds such as thioredoxin, which breaks down
H2O2.

2 Once oxidized, thioredoxin reductase in the vicinity will reduce and recycle
the thiol compounds, maintaining viable thiol levels.2 Other nonenzymatic antioxi-
dants include ceruloplasmin and transferrin, which aim to sequester free iron ions – a
vital catalyst for the previously mentioned Fenton reaction.2

Although these antioxidants are vital, the glutathione redox system is the most
significant and abundant. Arguably the decisive antioxidant in oxidative balance, glu-
tathione is a tripeptide, thiol antioxidant, and redox buffer. Glutathione, in its reduced
form and in the presence of ROS, becomes oxidized to glutathione disulphide.7 Unlike
other antioxidant patterns in the body, this peptide is found in different concentra-
tions within the cell and is a major soluble antioxidant within cell compartments. Its
presence in different cellular compartments suggests that glutathione is involved in an
intricate, intracellular transport system. Glutathione, a combination of L-glutamate,
L-cysteine, and glycine, is synthesized by glutamate–cysteine ligase and glutathione
synthetase – enzymes found only in the cytosol.7 A concentration gradient drives the
transport of glutathione into the mitochondria.7

Moreover, as an example of the interplay of enzymatic and nonenzymatic antioxi-
dants, glutathione can act as a cofactor for several detoxifying enzymes, which include
glutathione peroxidase (GPx) and glutathione transferase.7 Glutathione also partic-
ipates in amino acid transport through the plasma membrane and can take up and
neutralize hydroxyl radicals (•OH) and singlet oxygen molecules (1O2) directly.

7 Glu-
tathione regenerates vitamins C and E back to their active forms.7 More specifi-
cally, through the subsequent reduction of semi-dehydroascorbate to ascorbate, glu-
tathione is capable of reducing α-tocopherol radicals to vitamin E.7 A lack of any of
these antioxidants will leave the body, especially the reproductive system, susceptible
to oxidative damage.

Enzymatic antioxidants
On the other hand, enzymatic antioxidants are endogenous and are generally more
efficient in their role. The core of these antioxidants is a transitionmetal capable of dif-
ferent valences, which is necessary for the transfer of electrons during detoxification
reactions.2 These antioxidants help maintain homeostatic oxidative balance.

They include the following:
1 Superoxide dismutases (SOD): This enzyme catalyzes the dismutation of the super-

oxide anion – a free radical produced after oxygen reduction and radical chain
propagation thereafter.6 There aremany isoforms but themain isoforms are SOD1,
SOD2, and SOD3. SOD1 (Cu–Zn SOD), a mainly cytosolic form, contains a core
of two metal cofactors forming a copper–zinc enzyme.6 A specific mutation in this
enzyme alone can produce a phenotype of female infertility.6 SOD2 (Mn-SOD),
on the other hand, is the manganese counterpart, encoded by nuclear DNA and
restricted in activity to the mitochondria.2 SOD2 is inducible under various levels
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of oxidative stress and inflammatory conditions.6 SOD3 encodes an extracellular

form of this enzyme and is structurally similar to SOD1 but has not been linked

to fertility or reproduction.6 Therefore, SOD enzymes vary in type, location, and

makeup.

2 Peroxidases: These are a large family of enzymes that preferably use hydrogen

peroxide as a substrate. One of the most vital of these is GPx. GPx is a tetrameric

selenoprotein that depends on reduced glutathione as a hydrogen molecule

donor.2 With a main role of detoxifying peroxides, the selenocysteine core

is critical.6 In fact, four isoforms exist in mammals, and it is a multisystem

antioxidant defense system.

Another vital peroxidase is catalase, which detoxifies hydrogen peroxide but

does not require an electron donor.6 Its role is that of an antiapoptotic and will be

detailed in a later section.

3 Thioredoxin (Trx) system: The thioredoxin system regulates various enzymes and

transactivating factors for genes and is substantially involved in cell growth, dif-

ferentiation, and death.6 It is also a repair system rather than just a protective

mechanism. Trx is a protein disulfide isomerase that corrects errors such as disul-

fide bridges and is a cofactor for the DNA-synthesizing ribonucleotide reductase

enzyme.6 Trx is not only necessary to maintain an oxidative balance and limit

oxidative damage but is also critical for continued cell survival. This is highly evi-

dent, as Trx-deficient mice are embryonically lethal.6

Antioxidant treatment for female infertility

The global vitamin and supplement market is an enormous and growing industry,

worth $68 billion.8 However, it is unregulated and supplements can be purchased at

retail stores. This could pose issues of unnecessary supplementation, overdose, and

ineffective treatment.

Antioxidants are chemical or biological compounds that include vitamins, min-

erals, and PUFAs, the latter of which includes omega-3, omega-6, and omega-9.8

These can be taken as oral supplements. Other antioxidants given as supplements

and studied in female infertility include melatonin, folic acid, myo-inositol, zinc,

selenium, N-acetyl-cysteine, and vitamins A, C, and E, which can be used individ-

ually or as a combination therapy.8 Other commonly used antioxidant supplements

include pentoxifylline, a trisubstituted xanthine derivative, and L-arginine.8 Apart

from synthetic, nonenzymatic antioxidants, antioxidant mimetic molecules are cur-

rently being developed, including porphyrinic, peptidylic, and phenolic structures of

zinc, copper, and manganese complexes that mimic SOD and its enzymatic role.9

In present-day medicine, antioxidants are utilized clinically. For example, women

take antioxidant supplements to improve their fertility before undergoing assisted

reproductive techniques (ART).8 Theoretically, replacing deficient antioxidants

should be effective as a means of treatment. Nevertheless, evidence of the efficacy

of antioxidant supplementation is extremely limited, and the literature further

demonstrates the controversy behind this topic (Figure 16.3).
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Figure 16.3 Antioxidant supplementation efficacy as a therapeutic intervention. The efficacy

of antioxidant supplementation as a therapeutic intervention remains inconclusive at this

stage. The outcomes of studies involving intervention with oral antioxidant supplementation

either support its use in alleviating the damaging effects of oxidative stress or show no effects

on the reproductive parameters studied (selected studies are shown here).

Although controversial and contradictory, this topic has received some support.
A 1994 study by Noda et al., incorporating low oxygen tension and low illumina-
tion, showed enhanced blastulation.10 A 1998 study by Lighten et al. used human
insulin-like growth factor-I (IGF-1) ligand and reported enhanced embryo survival
and blastocyst formation.11 Other studies, including that of Ali et al. in 2000, reported
improved embryo quality with a combination of antioxidant regimens.12 A study
done by Henmi et al. in 2003 assessed vitamin C supplementation in patients with
a luteal phase defect and found that the treatment increased pregnancy rates and
progesterone levels.13 Another study found that vitamin C levels in follicular fluid
were higher in supplemented individuals than in controls, but the pregnancy rate
between the groups was not statistically significant.14

These types of studies shine a bright light on the potential of antioxidant treat-
ments. However, not all studies have found supplementation to be beneficial to fer-
tilization, including a 2002 study by Tarin et al., which used 62.5 μmol/l of ascorbate
in a human tubal fluid medium and found no correlation with increased probability
of fertilization.15 Moreover, antioxidants can have side effects. Indeed, vitamin C is a
prooxidant at high doses and may cause further reproductive damage.14
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With such an abundant amount of studies with contradicting results, a systematic
review with predefined inclusion and exclusion criteria was performed by Showell
et al. and published in the Cochrane Library in 2013.16 This systematic review was
significant because it excluded quasi-randomized trials and studies that tested antiox-
idants alone against fertility drugs as controls, as well as studies that exclusively
included fertile women attending fertility clinics due to male factor infertility. Hence,
the review included randomized controlled trials and crossover trials, which were
limited to only first-phase data usage. Participants in these studies also were either
subfertile women who had been referred to a fertility clinic and who may or may
not have undergone ART. The participants were randomized to treatment groups
taking oral antioxidant supplementation versus control groups (placebo or no treat-
ment/standard treatment). Other interventions that were included are individual
or combined oral antioxidants versus any antioxidant (head-to-head trials), pen-
toxifylline versus control (no or standard treatment), and antioxidants versus fer-
tility drugs such as metformin and clomiphene citrate. The desired primary outcomes
included live birth rate per woman, and secondary outcomes included clinical preg-
nancy rate per women and any adverse effects reported by the trials.

Primary outcomes showed that antioxidants were not associated with an
increased live birth rate. In fact, reports on these studies revealed that among subfer-
tile women with a pretreatment live birth rate of 37%, those on antioxidant therapy
exhibited live birth rates between 10% and 83%.8 This indicates the heterogeneity
of the results. Even in the two specific trials that reported a live birth, it was shown
that the results were overestimated. In trials comparing antioxidants, both the odds
ratio and confidence intervals indicated a possibility of not having an effect. This
included a study comparing supplementation with myo-inositol plus folic acid and
melatonin versus just myo-inositol and folic acid, as well as a study that compared
supplementation with myo-inositol versus D-chiro-inositol.8 Hence, these studies
had statistically insignificant results.

Secondary outcomes included clinical pregnancy rates, and even with a
random-effects model, the heterogeneity remained high and, thus, no relation was
shown. Although none of the single antioxidants, including melatonin, vitamins
E and C, L-arginine, and N-acetyl-cysteine, led to clinical pregnancy; combined
antioxidant therapy was associated with increased clinical pregnancy rates. Yet,
heterogeneity remained high. Only one study assessed the use of vitamin E, ascorbic
acid, and L-arginine as combination therapy, which made it impossible to pool
results. In that study, the authors found no effect on clinical pregnancy rates.

In regard to another secondary outcome measures, the systematic review found
no association between antioxidants (N-acetyl-cysteine, zinc, biotin, selenium, etc.)
and adverse events such as multiple pregnancies and miscarriage. A few studies
reported gastrointestinal disturbances and ectopic pregnancies, all of which were
statistically insignificant.

From the findings of this systematic review, we can conclude that as of now, there
is no viable indication or evidence suggesting that antioxidant efficacy in the clinical
setting is an effective treatment for subfertility. Nonetheless, as much as there is a
lack of evidence for their efficacy, there is also a lack of evidence suggesting that
antioxidant intake causes adverse events. Treatment with antioxidants may not be
effective, but it is also highly unlikely to be harmful.
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Methods of detection of ROS in the female

Oxidative stress biomarkers such as ROS and the end-products of ROS reactions
can be measured and used to assess oxidative damage in tissues and biological flu-
ids. Prime locations of these biomarkers in the female reproductive system include
the peritoneal, amniotic, and follicular fluids. The major methods used to measure
biomarkers of oxidative stress are listed and detailed in Table 16.1.

Physiological roles and sources of ROS

Although ROS are dangerous in excess, their presence in moderate amounts is critical
for normal cellular function. They play a physiological role in nearly every human
system, including the female reproductive system.

Hence, this section will outline how ROS play a vital role in the menstrual cycle,
a process in which a single ovum is released monthly and the uterine endometrium
is prepared for implantation. A total of 6–12 primary follicles are formed per cycle.
Initial folliculogenesis begins when the ovum and other layers of the granulosa lay-
ers grow, with the formation of ovary interstitium-derived spindle cells in the form of
theca interna (responsible for steroidogenesis) and the capsule, theca externa. Gran-
ulosa cells secrete follicular fluid, and the antrum appears.

Oogenesis and folliculogenesis
In the ovaries, parenchymal steroidogenic cells, endothelial cells, and phagocytic
macrophages produce ROS.17 Initially, it was thought that ROS were present in the
ovaries and played a significant role there because ovarian tissue expressed markers
of oxidative stress. Also, adverse effects were thought to occur in the absence of ROS.

An example of oxidative stress biomarkers includes antioxidants such as Cu-SOD,
Zn-SOD, and Mn-SOD, as well as GPx glutamyl synthetase and lipid peroxides.17

Decreased antioxidant levels were associated with negative effects on fertilization.17

Further studies have also suggested that GPx and Mn-SOD can be used as markers
to detect oocyte maturation, thus implying that ROS are involved in this process
as well. Moreover, aldose reductase and aldehyde reductase are found in granulosa
cells and epithelia of the genital tract.17 NO also has a physiological significance. High
levels of NO have adverse effects on cleavage rates, implantation rates, and overall
embryo quality.17 High levels of NO have been positively correlated with peritoneal
factor infertility.17 Therefore, it is apparent that ROS/RNS are present in the female
reproductive tract and that they play important roles. The rest of the section will
discuss the specifics of their physiological roles in folliculogenesis.

Each month, a cohort of oocytes begins to grow and develop in the ovary, but
only meiosis I resumes in one of the embryos, which becomes the dominant oocyte.
This initial process is promoted via ROS and is inhibited by antioxidants.3 However,
ROS inhibits and antioxidants promote this process when progressing intomeiosis II.3

During growth, steroid production in the growing follicle causes an increase in P450,
which leads to ROS production. ROS is also generated by the post-LH surge inflam-
matory precursors.3 Thus, physiological levels of ROS regulate oocyte maturation.
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Table 16.1 Overview of the major methods of ROS and RNS detection.

Chemiluminescence

assay and

luminometers

• Overview: This method excites molecules and then measures the amount of

light they emit in a selected amount of time. The oxidative end-products pro-

duced by an in vitro reaction between a reagent and ROS are detected via

light emission as measured by a luminometer.18 Luminometers measure light

intensity using a photomultiplier tube to detect photons on a luminol-stained

sample.18 Intracellular and extracellular radicals can be measured.18 The reac-

tion is of a short half-life, and subsequently the probe-sample reaction is

rapid.18 Nonetheless, it is not possible to differentiate between the types of

ROS detected. Other reagents can be used for this task such as lucigenin,

which is specific for extracellular superoxide anions.18

• Instrumentation:

(a) Photon counting luminometer – measures individual photons

(b) Direct current luminometer – measures electric currents that are propor-

tional to the photon flux in the photomultiplier tube.18

• Means of error: Although it is a commonly used method, several factors can

affect its accuracy including reactant concentration, sample volume, tempera-

ture regulation, reagent administration, and background luminescence.18 The

most common operator issue is consistency with sample and reagent vol-

umes, which has been eliminated via automation.18 Nonetheless, the operator

should be aware of these factors.

Flow cytometry • Overview: This method can be used to detect changes in cells via fluo-

rescence emitted by ROS-binding probes. Flow cytometry detects individ-

ual intracellular reactive oxygen radicals.17 What follows is oxidation of

2,7-dichlorofluorescein diacetate by these radicals and subsequent fluores-

cence emission.17 Using hydroethidine to measure intracellular superoxide is

possible, and it will emit a red fluorescein color when oxidized.17

• Advantages: Studies evaluating oxidative stress and damage in sperm

found that flow cytometry is more sensitive, accurate, and specific than

chemiluminescence.19

General microscopy

and stain

• Overview: This method is a simple and cost-effective but limiting tool. In order

to detect ROS, a simple histochemical method called nitroblue tetrazolium

staining is used. This compound is reduced in the presence of ROS to form a

bluish-black insoluble compound, dubbed formazan.17

• Method: Microscopy usage is strenuous as the operator must observe 100

consecutive cells under oil immersion. Cells are then graded based on density

of formazan granules inside the cells.17

Epifluorescence

microscopy

• Overview: This is another method of microscopy where an end-product is

detected via fluorescence. A similar method was mentioned in flow cytometry.

Hydroethidine is added to react with superoxide, and a red-fluorescence emit-

ting product called ethidium bromide is produced.17 This technique is more

commonly used because the equipment is less complex and expensive.17

Enzymatic

antioxidants

• Overview: In this method, both nonenzymatic and enzymatic antioxidants are

measurable and are good indicators of ROS in a sample. The latter can be

measured depending on the enzyme that is present.

(continued)
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Table 16.1 (Continued)

• Measurement enzymes measured: Superoxide dismutase activity is detected

via a tetrazolium salt, and the formed chromophore is then measured at

its maximal absorbance of 525 nm.17 Glutathione peroxidase can be mea-

sured via a kinetic colorimetric assay that will measure the indirect glu-

tathione reductase-coupled reaction at its maximal wavelength absorbance.17

Catalase can be detected via a CAT assay based on the reaction of this

enzyme with methanol in the presence of hydrogen peroxide, which produces

formaldehyde.17

Immunohistochemistry

and Western blotting

• Overview: This method can measure oxidative DNA adducts via immuno-

histochemistry, as exhibited in a study done by Takagi et al. where

oxidative stress molecules such as 8-hydroxy-2’-deoxyguanosine (8-OHdG),

4-hydroxynonenal (4-HNE), thioredoxin (Trx), and redox factor-1 (ref-1) were

detected via similar methods.20 Incubation with enzyme-linked secondary

antibodies and diaminobenzidine staining could reveal the presence of these

molecules.17 As an alternative, Western blotting may be used to as a means

of detecting specific proteins in a sample.

Total antioxidant

capacity (TAC)

• Overview: This method assesses the actual antioxidant power present in the

sample, as both endogenous and nutrient-derived antioxidants are measured.

Total antioxidant assays are similar, in that they all rely on the antioxidants

in the sample to prohibit oxidation of 2,2’-azino-di-ethylbenzthiazoline sul-

fonate by metmyoglobin.17 This is then compared with a control solution.17

Enzyme-linked

immunosorbent assay

(ELISA)

• Overview: This method can be used to detect certain antigens or antibodies

that are produced as by-products of ROS interactions or production. Fluid

is analyzed for targeted molecules via a spectrophotometer. Antibodies for

certain antioxidants can also be used.

Nitrate reductase and

Griess reaction

• Overview: In this method, nitrate and nitrite can be detected via nitrate reduc-

tase and the Griess reaction as well as total nitric oxide levels in serum via rapid

response chemiluminescence assay.

Other methods • Other methods include measuring nitric oxide levels, using enzyme-linked

immunosorbent assays (ELISA) to detect damaged proteins, and measuring

lipid peroxides, protein oxidation, total plasma lipid hydroperoxides, total

8-F2-isoprostane, and fat-soluble antioxidants.17 Further methods include the

Raman analysis, near-infrared spectroscopy, and protein nuclear magnetic

resonance.17

Similarly, ROS have a dominant presence in the follicle and act as the main induc-
ers of ovulation in the preovulatory follicle. Oxygen deprivation promotes the angio-
genesis that is necessary for adequate growth and development of the ovarian follicle,
and ROS may play a role in this process as well.3 Another physiological role is the
induction of apoptosis. Follicular GSH and FSH counterbalance this action in the
growing follicle.3 This is shown in the dominant follicle, which experiences a surge of
estrogen due to FSH, which in turn triggers the generation of catalase in the dominant
follicle, lowers ROS levels, and thus, avoids apoptosis.3

Atresia accounts for up to 99% of germ cell depletion in the female.21 In follicu-
logenesis, only one of the 6–12 follicles proceeds to mature. This is not regulated
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by hormones but by an intrinsic positive feedback, which studies suggest is ROS

related.21,22

Although the apoptosis pathway of follicular atresia can be hormonally influ-

enced, molecular mechanisms regarding the initiator of apoptosis remained vague

until not long ago. Recently, key studies have elucidated the specific processes that

involve ROS. A study by Tilly’s group used Northern blotting analysis to study

equine chorionic gonadotropin (eCG)-induced follicular growth and survival. They

reported steady counts of Bcl-2 and Bcl-x expression with lower levels of Bax

mRNA.21 Bcl-x long was also dominant in granulosa cells in eCG primed ovaries.21

With Bcl-2 and Bcl-x both being present and having primary antioxidant properties

in the surviving follicle, we can assume that ROS play a role in follicular atresia.

Researchers thereafter went on to develop a study with preovulatory follicles

isolated from ovaries of immature rats. The follicles were separated into a group

with medium alone, FSH and medium, and FSH and buthionine sulfoximine

(BSO) – a specific inhibitor of glutathione synthesis.22 As FSH is known to inhibit

apoptosis, the study’s most significant discovery was that the antiapoptotic effect of

FSH was reversed in the group in which glutathione synthesis was inhibited (FSH

and BSO group).22 In fact, confocal microscopy showed that ROS were present in

apoptotic follicles and that FSH significantly suppressed their production.22 Thus,

the antiapoptotic FSH works by inducing glutathione production, and oxidative

stress plays a role in the remaining follicles that undergo apoptosis. In another study,

researchers dissected goat ovarian follicles and found that the large follicles exhibited

greater catalase activity than other granulosa cells from small- or medium-sized

follicles.17 Accordingly, ROS and oxidative stress are proven to play a role in follicular

atresia.

Corpus luteum apoptosis and steroidogenesis
After ovulation, the corpus luteum is formed and secretes progesterone, which is

vital to conception and pregnancy. In fact, when pregnancy does not occur, the cor-

pus luteum disintegrates and regresses. During degeneration, ROS are produced via

the monooxygenase reaction due to steroid hormone synthesis.23 These P450 sys-

tems, coupledwith normal levels of ROS in electron transport chain leakage reactions,

cause inevitable damage.

Here, ROS play a role in progression and regression of the corpus luteum. In pro-

gression, progesterone levels decline and levels of Cu-SOD and Zn-SOD antioxidants

increase during the early to mid-luteal phase.3 Conversely, they decrease if regression

occurs.3 Lipid peroxide levels increase during luteal regression and decrease during

luteal progression.3 Levels of Cu-SOD and Zn-SOD decrease due to prostaglandin

F2-α stimulating accumulation of the superoxide anion by luteal cells and nearby

phagocytic leukocytes.3 Nonetheless, Mn-SOD is directly associated with inflamma-

tory reactions induced by oxidative stress.3 Confirmatory to what was previously

mentioned, studies have found that ROS concentrations in the rat ovarian corpus

luteum increased during the regression phase, and that the prime identified antioxi-

dants are SOD.14
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Endometrium and endometrial cycle
The endometrium is a layer of epithelium lining the uterus that experiences cyclical

degradation and regeneration. The stages of the endometrial cycle include the pro-

liferative, secretory, and menstrual phase. ROS play a role in these stages and their

progression.24

This was first discovered when variations of antioxidant SOD levels in the

endometrial cycle were reported, as fluctuating SOD levels and elevated lipid

peroxide levels were reported specifically in the late secretory phase, directly

before the onset of menstruation.20 Thus, ROS could play a regulatory role in

endometrial shedding. The source or reason for heightened ROS production remains

unknown. Nonetheless, a study by Serviddio et al. observed how varying hormone

levels influenced redox reactions and lipid peroxidation in human endometrial

cells.25 They found that hormonal patterns were able to regulate GSH levels and

GSH metabolism.25 Thus, hormone changes across the endometrial cycle could

mediate antioxidant activity. This was later supported by several literature reports,

suggesting that estrogen and progesterone withdrawal could be the prime instigator

in ROS elevation. When these hormones were removed from endometrial cells

in vitro, antioxidant SOD activity dropped.24,25 Thus, ROS are key players in the

endometrial cycle. Their role is based on their ability to activate nuclear factor-kappa

B (NF-κB), which leads to increased COX-2 mRNA expression and prostaglandin

F2-α synthesis.24 This physiological impact is detrimental to the endometrial

cycle.

In other states, ROS play a potentially pathogenic but defensive role. This is

indicated as vascular endothelial growth factor (VEGF, proangiogenic factor) and

Angiopoietin-2 (Ang-2, angiogenic antagonist) regulate endometrial vasculature for-

mation and are regulated by both hypoxia and ROS.24 When, for instance, long-term

progestin contraceptives are used and subsequent hypoxia and ROS production

ensue, abnormal angiogenesis occurs as VEGF and Ang-2 are upregulated in an

attempt to maintain homeostasis.24

With RNS, NO has also been implicated in the regulation of endometrial microvas-

culature. This was touched on earlier in the chapter and NO’s vital role in vasomo-

tor functions and regulation was explained. Endothelial NOS mRNA was observed

specifically in mid-secretory and late secretory phases, implying its significance in

decidualization in the preparation for pregnancy and menstruation.24

Factors contributing to oxidative stress in the female

Several factors that generate oxidative stress play a role in female fertility and preg-

nancy (Figure 16.4). In general, the first trimester is a vital point in development and

carries the highest risk for miscarriage.3 Obesity, malnutrition, drug and/or alcohol

use, smoking, and exposure to environmental toxins have their greatest effects in the

second trimester and can lead to poor fetal viability and influence outcomes in the

third trimester.3
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Figure 16.4 Factors contributing to oxidative stress in the female reproductive system. Factors

that contribute to the generation of oxidative stress in the female reproductive system include

obesity, malnutrition, alcohol intake and smoking, misuse of drugs such as marijuana and

cocaine, and exposure to environmental toxins.

Obesity and overnutrition
Today, obesity has become epidemic-like and its negative effects on human health
have been documented extensively. Naturally, the number of obese women of
reproductive age has also increased. More specifically, two-thirds of the female
population in the United States who are within the reproductive age are considered
either obese or overweight.3 In fact, obesity and overnutrition are vital when it
comes to female infertility as obese women take longer to conceive and have higher
risks of miscarriage than women with a normal BMI.3 Therefore, it is important for
clinicians to educate their patients about obesity and its link to reproductive diseases
and complications.

Linking obesity to oxidative stress has been a sequential process. Visceral fat is
associated with disordered metabolism and insulin resistance.3 Moreover, centrally
stored fat deposits are more likely to exhibit fatty acid overflow.3 Thus, preferential
storage of fat in the abdomen and visceral areas leads to lipotoxicity.17 Lipotoxi-
city is the main culprit in oxidative stress, which in turn can lead to endothelial
dysfunction.17 In addition, obesity is also linked to ROS generation as intracellular
fat deposits disrupt mitochondrial function.3 This disruption leads to electron accu-
mulation and leakage from the electron transport chain, which is a prime pathway
for ROS generation. Lipid peroxides, oxidized low-density lipoproteins (oxLDL), and
oxysterols are thus produced as a combined reaction between high lipid levels and
oxidative stress.3 It should be noted that in the ovaries, the mitochondrial energy



�

� �

�

268 Chapter 16

production is vital to the embryonic metabolism of the oocyte.3 Thus, mitochondrial

dysfunctionwill directly influence embryonic metabolism. Another means of produc-

tion of ROS is through increased plasma nonesterified fatty acid levels, which prompt

the formation of the nitroxide radical.3

Oxidative stress can also be linked to obesity due to adipose tissue physiol-

ogy. Adipose tissue has a bilateral relationship with the gonads, as fat secretes

adipokines such as leptin, ghrelin, and resistin.26 Of these, leptin plays a reg-

ulatory role in early embryo cleavage and development; it also stimulates the

Hypothalamic-pituitary-adrenal axis and inhibits developing ovarian follicles.26

Obese individuals also have impaired lipid and glucose metabolism due to GLUT-4

translocations, insulin–insulin receptor binding, and postreceptor signaling, along

with decreased lipoprotein lipase activity.27 With these impairments, mitochondrial

dysfunction occurs, energy metabolism is impaired, and oxidative stress ensues.

The processing of macronutrients is associated with ROS production as well.

When consumed and processed, don’t need that there, but you can keep it.

High carbohydrate or fat intake is proportional to an increase in oxidative stress

biomarkers. Hence, overnutrition is also an issue. This type of oxidative stress is

dubbed postprandial and is directly correlated with both postprandial glycemia and

lipemia.27 Its severity is immensely increased in diseased individuals such as those

with diabetes and heart disease. Obese patients experience higher rates of disease

than their healthy cohorts and are thus targets of higher postprandial oxidative stress.

In fact, obese individuals have been shown to have higher resting and fasting levels

of oxidative stress biomarkers compared to nonobese individuals.27 This also is true

in regard to exercise-induced oxidative stress.27 Regardless, systemic oxidative stress

has implications in all systems in the circulation, including the female reproductive

system.

As mentioned earlier, endothelial dysfunction can be increased by obesity. Insulin

resistance and visceral adiposity increase inflammatory reactants, diminish blood flow

to skeletal muscle, and further increase ROS levels.28 A vicious circle of endothelial

dysfunction and formation of OS ensues.

Obesity also plays a role in pregnancy. Pregnancy entails an increased state of

metabolic demand, which is necessary to support both maternal hormonal physi-

ology and normal fetal development. It should be noted that a healthy pregnancy

is associated with mobilization of lipids as well as increased lipid peroxides, insulin

resistance, and enhanced endothelial function.3 Obese women, on the other hand,

experience increased lipid peroxide levels and limited progression of endothelial func-

tion during their pregnancies, along with an additive innate tendency for central

fat storage.3 Normally, increases in total body fat peak during the second trimester.

Excessive weight gain in pregnancy can cause further complications. It also should

be noted that both obese and lean women gain a similar amount of fat during preg-

nancy. Nonetheless, lean women tend to gain excess fat in their lower extremity

or thighs, whereas obese women gain fat in their trunk and visceral areas (central

obesity).28 Preferential storage of fat in these areas leads to lipotoxicity, and its oxida-

tive effects can be devastating. In pregnancy, oxidized lipids can inhibit trophoblast

invasion and influence placental development, lipid metabolism and transport, and

fetal developmental pathways.28
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Malnutrition
In pregnancy, undernutrition leads to impaired or stunned fetal growth as well as
higher rates of low birthweight and potential endothelial dysfunction.3 In utero,
NO levels are diminished and endothelium-dependent vasodilation is impaired.3

In studies of undernourished dams, the offspring exhibited decreased SOD activity
and increased superoxide anions, which increases NO scavenging.3 Undernutrition
during critical periods of fetal or embryonic growth can lead to overall increases in
oxidative stress in the female offspring’s ovaries.3 In fact, oxidative stress coupled
with mitochondrial antioxidant defense impairment may decrease primordial,
secondary, and antral follicles in the offspring.3 A study by Bernal et al. found that
ovarian follicle numbers and mRNA levels of regulatory genes in the offspring of
malnourished rats were decreased, and that this was mediated by a mechanism
of oxidative stress in the ovaries and a diminished antioxidant system.29 This is
relatable to human maternal undernutrition.

Nutrition is also a time-dependent factor. Pregnant adolescents experience two
states of high metabolic demand because both puberty and pregnancy require addi-
tional nutrition to sustain growth. Thus, a tug-of-war scenario ensues.

Alcohol
Alcohol (ethanol) and mechanisms of ethanol breakdown are correlated with female
fertility. Specifically, alcohol can increase apoptosis, damage tissue, and alter cell
structures by intensifying oxidative stress both directly and indirectly.

Hepatic oxidative metabolism plays a prime role in the primary elimination
of ethanol.3 Specifically, ethanol is dehydrogenated to produce acetyl aldehyde
and is further metabolized to produce a combination of acetic acid and acetyl and
methyl radicals.3 Naturally, these are ROS, and oxidative stress is thus a component
of ethanol metabolism. Nonetheless, occasional or minimal alcohol ingestion is
balanced by the endogenous antioxidant systems. Regular alcohol ingestion, on the
other hand, leads to an overproduction of ROS, excessive SOD and GSH antiox-
idant depletion, and excess lipid peroxidation.3 Further studies have shown that
acetyl aldehyde is highly implicated in ROS production, and that its presence may
potentially “propagate redox cycling and catalytic generation of OS.”3

More specifically, ethanol metabolism is linked to three metabolic pathways:
alcohol dehydrogenase system, microsomal ethanol oxidation system (MEOS),
and catalase system.30 MEOS, specifically, aggravates oxidative stress directly as
well as indirectly by impairing defense systems.30 In fact, this metabolic pathway
involves alkylation of hepatic proteins, and hydroxyethyl radicals are produced as
coproducts.30 The primary elimination of ethanol has been shown to potentiate the
oxidation seen in the Mallard reaction, leading to a overproduction of advanced
glycation end-products (AGE), which can be toxic in high numbers.3 In fact, a study
by Kalousova et al. found that serum levels of AGE are more abundant in people
who are chronic alcoholics than in those who are nonalcoholics.31 This is supported
by the fact that AGE production in chronic alcoholics may be high due to a lack of
antioxidant systems, with malnutrition, cachexia, and vitamin deficiencies being
common in this patient group.3 The physiology behind AGE products is that they
bind with the receptor for advanced glycation end-products (RAGE) responsible for
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activating the NF-κB transcription factor and the subsequent cytokine expression.3

Several studies have also found that antioxidant supplementation in form of
vitamin B derivatives and vitamins A, C, or E may decrease production of AGE.3

Thus, accumulation of AGE has been linked to an inflammatory state and a reflex
upregulation of antioxidant systems, which insinuates that ROS are involved in the
process.3 Moreover, weakened or strained antioxidant systems may spur free radical
formation in light of minimal AGE elevation.

As explained earlier, NO is vital in homeostasis of the body when it comes to
regulation of vascular tone. Nonetheless, it may have cytotoxic effects in excess.
Stable metabolites of nitrate and nitrite are increased in alcoholics.30 High concen-
trations of NO have also been linked to vascular and endothelial dysfunction.30 In
the female reproductive system, NO in excess will disrupt the normal vascular tone
of uterine vessels. Alcoholics also exhibited increased levels of oxidized LDL, which
is pathogenic for atherogenesis and can lead to decreases in enzymatic antioxidants
such as SOD and GPx, possibly due to their exhaustion.30

A Danish study found that alcohol consumption is related to delayed conception.3

Women older than 30 years who consumed seven or more beverages per week expe-
rienced a higher rate of infertility.3 Thus, alcohol may hasten age-related infertility
in women.

Maternal alcohol ingestion undoubtedly negatively affects the fetus in utero.
Alcohol’s effects on the fetus are amplified in pregnancy, in part, due to the low levels
of alcohol dehydrogenase in the fetal liver, with higher rates of low birthweight
babies, congenital anomalies, and intrauterine growth retardation.3 In fact, sponta-
neous abortion and early pregnancy loss are also hastened by alcohol consumption
in pregnancy.3 Alcohol metabolism leads to a prooxidant environment and thus,
the antioxidant protective systems of the placenta will be depleted, and oxidative
placental damage plays a large role in the pathophysiology.3 Gauthier et al. reported
that in pregnant women, drinking more than three alcoholic beverages at a time
produces stressful systemic oxidative stress.32 In fact, women who drank during
pregnancy exhibited significant depletion of GSH, with higher rates of oxidized
glutathione molecule (GSSG), during the postpartum period. Thus, alcohol plays a
significant role in inducing oxidative stress.

Smoking
The negative effects of cigarette smoking are well documented and researched. The
most addictive and toxic component of cigarettes is nicotine. One-third of women of
reproductive age smoke cigarettes. Nicotine receptors and their actions have been
linked with female reproductive pathologies. Only recently has oxidative stress
become a prime focus.

Prooxidants and toxic chemicals in cigarette smoke are abundant and can be
found in the two phases of smoking. The first phase is known as the tar or partic-
ulate phase.3 Water-soluble constituents of tar, when inhaled, react to form ROS,
which include the superoxide anion, hydrogen peroxide, and hydroxyl radicals – the
latter of which is notorious for its role in DNA damage.3 The gas phase, on the other
hand, includes free radicals and toxins as well.3 NO is also produced via smoking, and
overproduction of NO will lead to production of the RNS known as peroxynitrite.3
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This process begins when nicotine is inhaled and is oxidized into nicotine iminium

and monoamine iminium, both of which have high reduction potentials.3 This high

free radical state will lead to the depletion of antioxidant systems such as vitamin E,

β-carotene, SOD, and catalase.3

The effects of cigarette smoking on female fertility have been assessed in a number

of studies. A meta-analysis based on 12 studies reported that smokers were 1.6 times

more likely to experience infertility and increased time to conception compared to

nonsmokers, in a dose-dependent manner with the number of cigarettes smoked.33,34

Assisted reproductive techniques are less successful in smokers as well, perhaps

because ROS of exogenous origin have direct effects on the follicular microen-

vironment and are correlated with decreased β-carotene antioxidant systems.33

Chelchowska et al. found that cigarette smoking depleted other antioxidants such

as vitamin A, while other studies reported high lipid peroxidation in the follicular

environment.35 Passive smoking also had similar effects.

As for smoking during pregnancy, complications and embryo damage are com-

mon. In fact, smokers have higher rates of fetal loss, preterm deliveries, decreased

fetal growth, and spontaneous abortions because placental transfer of nicotine and

carbon monoxide lead to placental hypoxia.3

Recreational drugs
Marijuana is themost commonly used recreational drug worldwide andmany leaders

have called for its legalization. Nonetheless, its effects on female reproduction are

evident and in pregnancy, it poses several dangers.

The main active constituents of marijuana are the cannabinoids. Cannabi-

noids generate free radicals when metabolized, directly affecting the peripheral

and central nervous systems.3 The fundamental component of cannabinoid is

delta-9-tetrahydrocannabinol or THC, which is also responsible for producing the

psychological effects attributable to this drug.3 Cannabinoids bind to cannabi-

noid receptors, which include CB1 and CB2, both of which are a superfamily

of G-protein-coupled receptors.36 The first indication that marijuana may play a

role in reproduction occurred when endocannibinoid receptors were localized to

female reproductive organs such as the ovaries and the uterine endometrium.36

Thus, exogenous administration of cannabinoid agonists may alter the reproductive

processes within the female. THC, administered acutely, has also exhibited an ability

to suppress LH.36 In fact, this is a time-dependent process, depending on the stage of

the menstrual cycle.36 During the luteal phase, 30% of LH production is suppressed

with marijuana exposure.36 In the follicular phase, however, this effect does not

occur.36

THC has been shown to disrupt the menstrual cycle by directly inhibiting

oogenesis.36 The mechanism of action is hypothesized to be ROS related as the

negative effects of marijuana can be counterbalanced by antioxidant (i.e., vitamin

E) supplementation.3 Also, a study by Sarafian et al. in 1999 found that marijuana’s

effects are dose dependent, and that a group of controls did not exhibit increased

ROS production.37 In fact, it was later shown that generation of ROS through THC

occurs via epoxidation of the 9, 10 alkene linkages in DNA.3
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During pregnancy, THC can inhibit initial implantation and disturb embryo
development.3 The placenta is also capable of transporting THC, which accounts
for its buildup in reproductive fluids.3 Moreover, THC-exposed fetuses had low
birthweights, prematurity, congenital abnormalities, and intrauterine growth
retardation.36

Another drug of importance to fertility is cocaine. Cocaine is a potent stimulant
that is highly addictive and highly detrimental to the body both psychologically and
physically. When taken, cocaine is immediately oxidized into several metabolites
that lead to lipid peroxidation and production superoxide anions and lipid peroxyl
radicals.3 Formaldehyde and norcocaine are oxidative metabolites, the latter of which
could produce NO or peroxynitrite.3 Oxidative stress thus leads to GSH depletion and
further oxidative damage such as apoptosis. The antioxidants thiol and deferoxamine
were found to inhibit apoptosis during cocaine use, suggesting that ROS play a role
in this process.3 Cocaine also has an inherent vasoconstrictive nature that can affect
the uterine and placental vasculature, leading to hypoxia and further decreased GSH
levels and heightened GSSG levels.3 In fact, Lee et al. found a dose-dependent reduc-
tion of GSH levels as well as an inflammatory state with heightened expression of
TNF-α and NF-κB in cocaine users.38

In pregnancy, cocaine use can cause adverse outcomes such as intrauterine
growth retardation, miscarriage, and low birthweight by causing peroxidative
damage to underdeveloped fetal membranes.39 Cocaine use and subsequent ROS
and RNS production also lead to limb defects, making it teratogenic as well.39

Chemical compound exposure
Female infertility can occur due to environmental and occupational exposure to tox-
ins and chemicals. These substances are capable of deregulating a balanced oxidative
environment, and our continued exposure to them via air, soil, contaminated food,
and water poses a danger. Organochlorine pesticides (OCP), for example, accumulate
in the body over time and are toxic to nerve fibers. OCPs are lipophilic and hydropho-
bic and thus are broken down slowly.3 They also can accumulate in the embryo, fetus,
blood, placenta, and other parts of the female reproductive system.3 Hexachlorocy-
clohexane (HCH), a type of OCP, damages cell membranes via lipid peroxidation and
increases superoxide radical and hydrogen peroxide production, leaving mitochon-
dria and microsomes more susceptible to damage.40 In a study by Pathak et al. (2011),
a xenobiotic (insecticidal isomer in OCPs known as γ-HCH) was positively correlated
withmarkers of oxidative stress, which included 8-OHdG,MDA, and protein carbonyl
levels.40 Moreover, as it has a tendency to conjugate with GSH, this antioxidant sys-
tem was depleted, and the ferric reducing ability of plasma (FRAP, a measure of total
antioxidant power) was low.40

An organochlorine insecticide commonly used in the past was 1,1,1-trichloro-
2,2-bis (4-chlorophenyl)-ethane or DDT. Acute or transient DDT exposure is non-
toxic, but continuous exposure negatively affects several systems in the body, includ-
ing the reproductive system. DDT is lipophilic, and so it can remain stored in the
body fat and even follicular fluid for up to two decades.3 Its effects were outlined
in a study by Jirosova et al. (2010), which linked DDT to decreases in diploid oocyte
numbers.41 Other studies reported correlations with miscarriages and spontaneous
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abortions, especially in spouses of DDT-exposed agricultural workers.3 DDT expo-
sure has also been correlated with intrauterine growth retardation.3 Furthermore,
another OCP associated with intrauterine growth retardation is HCH. In fact, a study
by Pathak et al. exhibited a statistically significant elevation of gamma-HCH in mater-
nal and cord blood of intrauterine growth retardation cases compared to controls.40

Polychlorinated biphenyls (PCBs) are another group of compounds implicated in
female reproductive issues. PCBs are commonly found in pesticides and even cos-
metics. Like OCPs, they are highly lipophilic and are slow to degrade and therefore
accumulate in the body over time. Humans can be exposed to PCB via contaminated
occupational environments and air and through the ingestion of meats, dairy, or fish
with PCB traces. PCB has been found in follicular fluid, ovaries, uteri, and even in
fetuses and embryos.

PCB exposure is associated with several pathologies although several studies con-
tradict each other. Studies on Native American women who consumed fish con-
taining PCBs had shorter than normal menstrual cycles.42 Other studies reported
decreased fecundability.42 Studies by Meeker et al. (2011) and Toft et al. (2010) found
that women exposed to PCBs had a heightened risk of IVF failure.43,44

Other studies have assessed the effects of PCBs on pregnancy. High exposure had
no effect on the mean number of pregnancies in a study by Taylor, but birthweight
and gestational age were decreased with higher PCB blood levels.42,45 Furthermore,
high PCB blood levels were found in women who had three or more miscarriages.42

PCBs may induce oxidative stress via endothelial dysfunction andmembrane damage
with subsequent free radical formation.3 Regardless, connectionswith oxidative stress
are implied as antioxidant systems such as vitamin E decrease with PCB exposure.3

Another highly implicated group of chemicals in female reproductive oxidative
stress are the organophosphorus pesticides (OPCs). OPCs have been linked to oxida-
tive stress because GSH levels are depleted in exposed fetuses; other effects occur via
lipid peroxidation.3 In fact, Samarawickrema et al. found that low-grade, long-term
exposure to OPCs elevated levels of oxidative markers.46 These researchers also found
elevated MDA in cord blood, DNA fragmentation in the fetus, as well as OPC accu-
mulation in the placental-fetal compartment, suggesting the presence of fetal oxida-
tive stress.46 Nonetheless, oxidative biomarkers in the mothers or females in gen-
eral are unaltered, and this could be due to lower maternal metabolic detoxification
capacities (with continued accumulation of OPCS) or diminished conversion to toxic
metabolites.3

Pathological effects and associations of oxidative
stress

Menopause and OS
Menopause is a gradual event that occurs in the female and is marked by decline and
cessation of reproductive capability due to diminished hormone production. It occurs
at a mean age of 51 years in the United States but it can also occur prematurely, as
early as 40 years.47 Symptoms of menopause vary but are generally typical: breast
tenderness, vaginal dryness, irregular menses, hot flashes, and osteoporosis.47 These
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symptoms occur due to diminished estrogen levels as well as heightened oxidative
stress. This is hypothesized to be a result of a deficient antioxidant system. In fact, as
women age, they have higher serum concentrations of TNF-α, IL-4, IL-10, and IL-12
than their younger counterparts.47

In regard to TNF-α, it is a highly proinflammatory mediator and the subsequent
increase in IL-4 leads to an inflammatory state inmenopause. Reactive oxygen species
are highly implicated in inflammation and thus, heightened inflammatory markers
also imply heightened ROS levels. Moreover, a study by Signorelli et al. reported ele-
vated oxidative stress markers such as malondialdehyde (MDA), 4-hydroxynonenal
(4-HNE), oxLDL in postmenopausal women.48 GPx, a vital antioxidant, was also
found to be diminished.48

Differentiated cells in the female reproductive system are quite susceptible to
oxidative damage, including estrogen-producing ovary cells.49 These specific cells
already have high cellular respiration levels, which imply that a large amount of
ROS are being produced via electron leakage.49 Hence, with ROS already present
in a chronic state, further accumulation of ROS during menopause will damage
mitochondrial structures and genes, with consequent homeostatic, bioenergetics,
and functional decline.49

Other menopause-related research shows that lowNO concentrations may lead to
vasomotor defects in the uterus and in the body as a whole. Moreover, vitamin C has
been shown to decrease oxidized LDL concentrations, leading to improved parame-
ters of cardiovascular and vascular health.47

Reproductive diseases and oxidative stress
Endometriosis
Endometriosis is a chronic inflammatory disease characterized by the invasion of the
endometrial layer into extrauterine sites such as the ovaries and other pelvic sites
with a few cases found in abdominal viscera, lungs, and the urinary tract.3 Studies
disagree on whether oxidative stress plays a role in this condition.

Positive studies found higher concentrations of oxidative stress biomarkers such
as MDA, proinflammatory cytokines (IL-6, TNF-α, and IL-β), angiogenic factors (IL-8
and VEGF), monocyte chemoattractant protein 1 (MCP-1), and oxLDL.3 Phagocytic
cells are also highly implicated in ROS production in endometriosis. Oxidative stress
may occur via the nonenzymatic peroxidation of arachidonic acid, which produces
F2-isprostanes.3 Lipid peroxidation, in fact, leads to 8-iso-prostaglandin F2-α. This
molecule is not only a vasoconstrictor and initiator of necrosis in endothelial cells but
also plays a role in mediating immune cell adhesion.3

Another class of proteins called heat shock proteins (HSP) is also highly impli-
cated. HSP-70B has been singled out and is a chaperone for protein metabolism
and production.3 Under heavy stress and heightened protein misfolding, levels are
elevated.3 Hence, HSP-70B is an oxidative stress biomarker. Furthermore, it supports
the production of inflammatory cytokines, further worsening oxidative stress.3

The most viable hypothesis at the moment regarding endometriosis and its patho-
physiology is retrogrademenstruation. This is built on the idea that highly prooxidant
factors are carried from the endometrium into the peritoneal cavity and ovaries.50

These factors include iron and heme, as well as apoptotic endometrial cells.50 Iron
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has no direct link to ROS per se but may be associated with catalyzing reactions of

free radicals.50

Polycystic ovarian syndrome
Polycystic ovarian syndrome (PCOS) is a relatively common condition in women of

reproductive age. In fact, its prevalence is around 18% in the female population.3

PCOS is a combination of hyperandrogenism, ovulatory dysfunction, and polycystic

ovaries. Clinical symptoms include amenorrhea or menorrhagia and dermatological

manifestations such as acne and skin darkening.3 Furthermore, 90% of sufferers are

infertile.3 The true cause of PCOS is hypothesized to be due to insulin resistance,

which is accompanied by hypertension, central fat distribution, and general obesity,

the latter two being proportional to oxidized LDL serum concentrations.3 In fact,

metabolic syndrome, sleep apnea, and other diseases are intimately related to obesity

and, thus, PCOS.3

In conditions that predispose women to PCOS, oxidative stress has been found to

be abundant. However, oxidative stress also plays a role in the essence of PCOS, as

antioxidant levels are diminished. Furthermore, mitochondrial dysfunction could be

present as mitochondrial oxygen consumption decreases along with GSH levels, but

ROS production remains elevated.3 Studies also indicate that oxidative stress alters

steroidogenesis in the ovaries, disturbs follicular development, and leads to infertility

and increased androgen production.51 Furthermore, this is an inflammatory state.

Inflammation is a process by which the body reacts to an unfavorable environment,

which in this case is hyperglycemia.3 Mononuclear cells and C-reactive protein are

increased.3 Hence, ROS produced by these processes are potentiated.

Unexplained infertility
Unexplained infertility is diagnosed via a process of exclusion. In other words, when a

couple fails to conceive after 1 year of unprotected sex and all other infertility-related

conditions are excluded, unexplained infertility is diagnosed.3 It affects up to 15%

of couples in the United States.3 Unfortunately, unexplained infertility is a vague

term. In fact, the pathophysiology behind it is still unclear. Nonetheless, it has been

shown that oxidative stress may play a role in the etiology of unexplained infertility.

In patients with unexplained infertility, oxidative stress markers such as MDA are

somewhat elevated in the peritoneal cavity.3 Antioxidant defenses and ROS are in an

unbalanced state.9 Levels of vitamin E and GSH are especially low.3

Other causes proposed include genetic polymorphism of folate metabolism.

Polymorphism in the methylenetetrahydrofolate reductase (MTHFR) enzyme can

be detrimental to folate metabolism.3 A study by Altmae et al. in 2010 found that

genetic polymorphisms in this enzyme led to the accumulation of homocysteine, an

inducer of apoptosis, and oxidative stress.52 Other studies found a low concentration

of N-acetyl cysteine (NAC) enzyme, leading to heightened levels of homocysteine.3

Pregnancy complications and oxidative stress
As explained previously, pregnancy is a state of heightened metabolic activity and

requirements. Thus, it is a delicate balance that can be easily disrupted by oxidative
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Table 16.2 Overview of oxidative stress and pregnancy complications.

Spontaneous

abortions

• Definition: An unintentional termination of pregnancy either before 20weeks of

gestation or when fetal weight is below 500g.3 This condition is attributed most

commonly to chromosomal aberrations that inhibit further viable fetal develop-

ment and, hence, abortion.

• Pathology: Oxidative stress has been associated with spontaneous abortions. At

the 10th or 12th week of gestation, an oxidative burst occurs.3 Antioxidant activ-

ity usually keeps this in check. However, in certain women, premature maternal

intraplacental circulation develops early in the 8th and 9th week.3 This develop-

ment overwhelms the body. Early in the pregnancy, antioxidant development is

still premature and, thus, is unable to offset the buildup. Placental development

is impaired and syncytiotrophoblast degradation is heightened.3

Recurrent

pregnancy loss

• Definition: Three or more consecutive pregnancy losses. It occurs in 1–3% of

women in their childbearing years.3

• Pathology: Although a cause–effect relationship has not been established, oxida-

tive stress seems to play a role. Women with recurrent pregnancy loss (RPL) exhibit

heightened uterine natural killer cells in preimplantation angiogenesis leading to

prematurematernal intraplacental circulation.3 Thus, oxidative stress in early preg-

nancy may lead to pregnancy loss. It should be noted that patients with RPL have

also been found to have high plasma lipid peroxides and low levels of carotene

and vitamin E.3 Genetic polymorphisms, especially those of antioxidant genes,

may also predispose women to this condition.3

Preeclampsia • Definition: A disorder occurs during pregnancy and affects multiple systems in the

body. This condition can occur in all women, even those who lack a hypertensive

history. It is the leading cause of morbidity and mortality during pregnancy in the

mother and child, with a prevalence of 3–14%.3 Preeclampsia usually occurs after

20weeks of gestation and is diagnosed after two blood pressure measurements,

taken 6 h apart, of over 140/90mmHg.3

• Pathology: Focal vasospasm occurs leading to placental ischemia and hypoxia.3

With ischemia, ROS is heightened and oxidative stress ensues. This is implied

as studies show elevated levels of carbonyls, lipid peroxides, and other oxidative

markers, both in placental and maternal serum, and decreased levels of antioxi-

dants such as vitamin E.50

stress. Table 16.2 briefly discusses pregnancy complications associated with oxidative
stress, which are depicted in Figure 16.5.

Conclusion and key points

Reactive species are necessary and play important physiological roles in the human
body, but are pathological when their levels become too high and lead to a state of
oxidative stress. Thus, the body attempts to maintain healthy levels of ROS/RNS with
the concomitant production of antioxidants. In the female reproductive system, this
balance is highly delicate, and any failure of homeostasis will lead to damaging effects.
This includes the aforementioned reproductive diseases and complications. Studies of
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Figure 16.5 Pregnancy complications and oxidative stress. Complications that may arise from

oxidative stress conditions include recurrent pregnancy loss, spontaneous abortions, and

preeclampsia.

antioxidant supplementation have conflicting results. Nevertheless, further research
is needed, and new approaches should be considered.

Multiple choice questions

1 In the female, physiological levels of reactive oxygen species

a. Regulate oocyte maturation

b. Are the main inducer of ovulation

c. Suppresses apoptosis

d. Plays a role in follicular atresia

2 Oxidative stress plays a role in the pathology of

a. Polycystic ovarian syndrome

b. Spontaneous abortion

c. Menopause

d. Preeclampsia

3 Factors that may induce oxidative stress in the female include

a. Regular alcohol ingestion

b. Abdominal fat deposition

c. Nicotine inhalation

d. Cocaine use
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Reactive oxygen species, oxidative
stress, and cardiovascular diseases
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THEMATIC SUMMARY BOX

At the end of this chapter, students should be able to:

• Describe sources of ROS production in the cardiovascular system

• Describe the impact of oxidative stress in the pathogenesis of hypertension

• Describe the development of atherosclerosis and the effect of oxidative stress in this
process

• Describe the effect of oxidative stress on progression of ischemia/reperfusion injury

• Describe the pathogenesis of cardiac arrhythmia and the impact of oxidative stress on
development of this disease

Introduction

The free radical theory of development was established by Allen and Balin in 1989,
and described that metabolic gradients exist in embryos and may influence devel-
opmental processes.1 Most decisive amongst these metabolic gradients are those of
oxygen, which could influence the expression and activity of reactive oxygen species
(ROS) and nitric oxide generating enzymes like NADPH oxidase or nitric oxide syn-
thase (NOS).2 Free radicals as highly reactive atoms ormolecules containing unpaired
electrons in their orbital are generally categorized into four groups, including oxygen
free radicals, nitrogen free radicals, lipid free radicals, and other types of radicals such
as chlorine radicals, and methyl radicals. Oxygen free radicals comprise the super-
oxide anion, the hydroxyl radical, and singlet oxygen. Nitrogen free radical includes
nitric oxide.2,3 Hydrogen peroxide and peroxynitrite are formed from free radicals,
and are very reactive, but are not themselves free radicals.

Free radicals, ROS, and nitric oxide are generated during normal aerobic
metabolism of organisms by various endogenous systems. Regarding the intrinsic
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ROS production in physiological states, cells evolved various enzymatic and nonen-
zymatic antioxidant mechanisms to scavenge ROS for keeping their concentration at
physiological levels and maintain a redox balance state.4 The enzymatic antioxidant
events comprise catalases, superoxide dismutases, and glutathione peroxidases, and
the nonenzymatic antioxidant molecules include glutathione and vitamins.3,5 This
balance between free radicals and antioxidants is necessary for proper physiological
conditions. During pathophysiological conditions, the redox homeostasis shifts to an
imbalanced state due to enhancement of ROS production or reduction of activity
or expression of antioxidant events, and provides an oxidative stress environment
which promotes the progression of various developmental disorders.3 Less pro-
duction of antioxidant events impairs physiological function through reduction of
the repair system and also decreased adaptive responses to stimuli, resulting in the
pathogenesis of different vascular and myocardial diseases. Moreover, enhancement
of ROS production impairs the physiological function of the cardiovascular system
due to activation of specific signaling pathways leading to apoptosis and tissue
injury as well as reduction of cell function, which finally promote progression of
cardiovascular disease.3,4 In states of oxidative stress, free radicals adversely alter
lipids, proteins and DNA leading to cell injury and cytotoxicity, which prompt
progression of different diseases.4–6

Oxygen free radicals or ROS are generated in different cellular organelles compris-
ing NADPH oxidases, mitochondria, xanthine oxidases, lipoxygenases, cytochrome
P450, uncoupled endothelial NOS, myeloperoxidases, and peroxisomes.7 The most
important sources of ROS production in the cardiovascular system are the NADPH
oxidase, mitochondria, and xanthine oxidase.5 It has been shown that in the
cardiovascular system, ROS are mainly produced by nonphagocytic NADPH oxidase,
which influences various signaling pathways (e.g., mitogen-activated protein (MAP)
kinases, tyrosine kinases, Rho kinase, protein tyrosine phosphatases, and some
transcription factors (such as NF-κB, and HIF1α) to modulate cardiovascular cell
function.8–11 Furthermore, ROS increase the intracellular Ca2+ concentration due to
ion channel activation, upregulate gene expression and enhance the activity of some
proinflammatory factors.12 Nitric oxide is another important free radical molecule
to maintain physiological cardiovascular function. Nitric oxide is produced through
three different types of nitric oxide synthase (NOSs) including endothelial nitric
oxide synthase (eNOS), neuronal nitric oxide synthase (nNOS), and inducible nitric
oxide synthase (iNOS), from which eNOS is the most important source of nitric oxide
production in the cardiovascular system.7 Nitric oxide produced by eNOS regulates
blood flow and blood pressure in the body. Furthermore, nitric oxide has important
antiatherogenic and antithrombotic effects on platelets, vascular smooth muscle, and
endothelium.13,14 It is also reported that the antioxidant properties of nitric oxide
(nitric oxide scavenges superoxide and can also terminate the lipid peroxide chain
reaction) can be intensified due to activation of some signal transduction pathways,
leading to enhancement of endogenous antioxidant synthesis or downregulation of
responses to proinflammatory stimuli.14,15

ROS are not only functioning in adult cell physiology and pathophysiology,
but also play a critical role during embryonic development and cell differentiation
processes. It was reported that ROS and nitric oxide under various physiological (e.g.,
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wound healing) and pathophysiological (e.g., neovascularization of tumor nodes)

conditions will be released, and so induce differentiation of vascular cells.16,17 In

embryonic stem cells the levels of ROS or nitric oxide production are enhanced upon

various treatments, including cardiotrophin-1, peroxisome proliferator-activated

receptor-α agonists, platelet-derived growth factor-BB, AMP-activated protein kinase

agonist, α2-macroglobulin, and mechanical strain, which induces the differentiation

toward cardiomyocytes, smooth muscle cells, and endothelial cells.18–23 Moreover,

it is reported that vasculogenesis in embryonic stem cells was attenuated upon

treatment with β-adrenergic receptor antagonists due to reduction of nitric oxide

production.24 These observations underscore the impact of ROS and nitric oxide in

redox balance and regulation of embryogenesis, and differentiation processes in the

cardiovascular system. In regard to the design of new drugs, the understanding of

the role of oxidative stress and the mechanism of redox signaling in initial steps of

cardiovascular disease may open new avenues to develop new and more effective

therapies against heart and blood vessel disorders.

Impact of oxidative stress on pathogenesis
of hypertension

Hypertension or high blood pressure is a chronic disorder in which the blood pres-

sure of arteries is elevated to or above 140mmHg systolic and 90mmHg diastolic.25

In healthy or normal persons, systolic blood pressure is up to 120mmHg and diastolic

pressure is up to 80mmHg. Hypertension is categorized to four different groups on

basis of blood pressure levels.26 (i) Pre-hypertension in which systolic blood pressure

is between 120 and 139mmHg and/or diastolic blood pressure is between 80 and

89mmHg. (ii) Hypertension stage 1with 140–159mmHg systolic and/or 90–99mmHg

diastolic blood pressure. (iii) Hypertension stage 2 with 160mmHg or higher systolic

blood pressure and/or 100mmHg or higher diastolic blood pressure. (iv) Hypertensive

crisis with higher than 180mmHg systolic and/or higher than 110mmHg diastolic

blood pressure. Patients with hypertensive crisis or last stage of hypertension need

emergency care. Furthermore, there are two types of hypertension including primary

or essential hypertension, and secondary hypertension. In essential hypertension,

there is no particular reason for high blood pressure, and it usually tends to develop

gradually over many years. In contrary, the secondary hypertension appears sud-

denly, and various conditions or medications lead to secondary hypertension such as

kidney problems, adrenal gland tumors, thyroid problems, certain congenital defects

of blood vessels, alcohol abuse, illegal drugs (e.g., cocaine and amphetamine), and

certain medicaments such as birth control pills. Hypertension is an important and

common public health problem in both developing and developed countries. Accord-

ing to the World Health Organization (WHO) report, hypertension with global preva-

lence of nearly 1 billion individuals (in 2008) causes 7.6 million deaths each year,

about 13.5% of worldwide total deaths.27–30 Furthermore, it is reported that preva-

lence of hypertension increases with age, and overall high-income countries have a

lower prevalence of hypertension than other groups.31
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Generally during the early stage of essential hypertension, cardiac output is
increased but total peripheral resistance stays normal. Later, the cardiac output drops
to normal levels and the peripheral resistance increases.32,33 The enhancement of
peripheral resistance is one of the key characteristics of hypertension and occurs due
to a reduced lumen diameter of resistance vessels. According to Hagen–Poiseuille’s
law, very small changes in the diameter of vessels can markedly change vascular
resistance.34,35 In the sequence of hypertension, the small arteries that determine
the peripheral resistance undergo structural and functional changes such as vas-
cular remodeling, increased vasoreactivity, endothelial dysfunction, and vascular
inflammation.36–38

Although, the exact etiology of hypertension is still unclear, it is well known that
hypertension is a multi-factorial complex disorder which involves different organs.
The pro-hypertensive factors which are important in the development of hyperten-
sion comprise enhancement of renin–angiotensin–aldosterone system activity, hyper-
activity of the sympathetic nervous system, aberrant G-protein-coupled receptor sig-
naling, endothelial dysfunction, and inflammation.39–42 A common point between
all these pro-hypertensive processes is oxidative stress. Data from the literature indi-
cate that ROS cause hypertension via structural and functional changes of vessels
which relate to reduction of vasodilation, enhancement of vasocontraction, and vas-
cular remodeling. These structural and functional changes finally lead to increased
peripheral resistance and elevated blood pressure.43

In the 1960s, Romanowski et al. has suggested for the first time a relation between
the ROS generation level and blood pressure.44 Some decades later in the early
2000s, it was reported that in an animal model of angiotensin-II-induced hyperten-
sion, levels of vascular ROS generation increased via nonphagocytic NADPH oxidase
activation.45,46 Since this time, a relation between oxidative stress and increased
blood pressure has been reported in various experimental models of hypertension
including spontaneously hypertensive rat (SHR), spontaneously hypertensive stroke
prone rat (SHRSP), surgically-induced (2-kidney 1-clip (2K1C), aortic banding),
hormone-induced (angiotensin-II, endothelin-1, aldosterone, deoxycorticosterone
acetate (DOCA)-salt), and diet-induced hypertension (salt, fat) as well as some
clinical studies.38,47–49

Among different sources of ROS in vascular cells, particularly ROS arising from
NADPH oxidase may be involved in the development of hypertension. For instance,
the sustained high blood pressure induced by angiotension-II was abolished in
Nox1−/− knockout mice due to reduced vascular superoxide production, while Nox1
overexpressing transgenic mice show enhanced superoxide production levels and
blood pressure in response to angiotensin-II.50–52 In angiotensin-II-induced hyper-
tensive rat models, the expression and activity of NADPH oxidase were increased,
and inhibition of NADPH oxidase with a chimeric peptide (gp91ds-tat) against
the p47(phox) subunit reduced the level of superoxide production and attenuated
angiotensin-II-induced systolic blood pressure.46,53,54 A decreased hypertensive
response toward angiotension-II was reported in p47phox-deficient mice.55,56

Likewise increased hypertension was observed in a mouse model with smooth
muscle cell-specific p22phox overexpression.57 Furthermore, Nox1 expression and
activity were increased in small arteries of hypertensive animal models, which may
also involve mitochondria, possibly through a calcium-dependent mechanism.58
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Also other isoforms of NADPH oxidase are involved in hypertension. Of note Nox2
is highly regulated by angiotensin-II and mechanical strain, and is upregulated
in animal models of hypertension.59–62 Moreover, Nox4 which contributes to
basal ROS production, upregulated the level of ROS generation when induced by
angiotensin-II.63,64 The recently identified Nox isoform Nox5 is calcium-sensitive
and possesses a calmodulin-like domain with a Ca2+ binding site.65–68 Vascular
Nox5 is also activated by angiotensin-II and other pro-hypertensive factors such as
endothelin-1, and generates ROS in response to increases in intracellular Ca2+.67,69–72

Likewise, various genetic and clinical studies support the importance of Nox isoforms
in pathogenesis of hypertension. It was shown in different races that various
polymorphisms in Nox subunits are associated with hypertension, and they can
affect the level of blood pressure in hypertensive patients.73–75 It was also reported
that a low dose of angiotensin-II treatment by continuous intravenous infusion in
human increased levels of arterial blood pressure along with reduction of nitric oxide
concentration and increase in levels of F2-isoprostane, a marker of oxidative stress.76

These studies and investigations on patients with hypertension and coronary artery
disease demonstrate that each Nox isoform of NADPH oxidase plays an individual
role in cardiovascular disorders and suggests that Nox1, Nox2, and Nox5 promote
endothelial dysfunction, inflammation, and apoptosis in the vessel wall, whereas
Nox4 exerts a vasoprotective effect by increasing nitric oxide bioavailability and
suppressing cell death pathways.77

The above mentioned studies support the importance of ROS-induced NADPH
oxidase in hypertension upon induction by exogenous angiotensin-II treatment.
However, the endogenous renin–angiotensin–aldosterone system may also partici-
pate in pathophysiologic ROS generation. In the 2K1C hypertensive animal model
and Dahl rat (salt-sensitive hypertensive model) which are associated with increased
activation of the renin–angiotensin–aldosterone system, levels of superoxide pro-
duction were increased which partly contributed to the enhancement of blood
pressure.78 Treatment of Dahl rats with the angiotensin receptor inhibitor candesar-
tan, and gp91phox inhibitor resulted in reduced salt-induced superoxide production,
and prevented the expression of pro-inflammatory molecules.79 However, none of
these inhibitors attenuated the systolic blood pressure.79 Furthermore, expression
of p67phox subunit of NADPH oxidase was upregulated in response to a high salt
diet in Dahl rats which was not observed for the other NADPH oxidase subunits.
Significant reduction of salt-sensitive hypertension and oxidative stress occurred
after disruption of p67phox using zinc-finger nucleases which suggests p67phox as
a target for salt-sensitive hypertension therapy.80

Oxidative stress can also induce hypertension via an angiotensin-II indepen-
dent manner. Rats with DOCA-salt-induced hypertension are a well-established
animal model of oxidative and inflammatory stress in the cardiovascular system.
It has been shown that NADPH oxidase is upregulated in DOCA-salt rats, which is
responsible for the enhancement of superoxide production and elevation of blood
pressure.38,81 In DOCA-salt-induced hypertension, endothelin-1 has been reported
as one of the key mediators of superoxide generation.82 Endothelin-1 is mainly
produced by endothelial cells, and contributes to blood pressure elevation due to its
vasoconstriction effect.83 Overexpression of human endothelin-1 in mice induced
vascular remodeling, endothelial dysfunction and hypertension via NADPH oxidase
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activation.84,85 It has been reported that the plasma level of endothelin-1 was
increased in patients with familial hypertension, as well as its mRNA level in the
endothelium of subcutaneous resistance arteries of patients with moderate to severe
hypertension.86 In another clinical study, it was observed that the plasma levels of
endothelin-1 along with oxidative stress were increased upon a continuous intra-
venous infusion of angiotensin-II.76 In patients with refractory hypertension, blood
pressure was lowered upon treatment with the endothelin(A)-receptor inhibitor
darusentan, which underscores the impact of endothelin-1 in hypertension.87 The
DOCA-salt-treated SHR rats, as a well-known animal model of hypertension, also
show enhancement of endothelin-1 mRNA expression in the aorta in comparison to
normotensive control rats.88

Increasing evidence suggests that NADPH oxidase is the main but not only
source of ROS in hypertension. A cross talk between Nox and mitochondrial
sources of ROS has been discussed in animal models of angiotensin-II-induced and
DOCA-salt-induced hypertension. In this respect, treatment with a mitochondria-
targeted antioxidant (mitoTEMPO) reduced blood pressure and also decreased mito-
chondrial and total cellular superoxide as well as cellular NADPH oxidase activity,
and also restored bioavailability of nitric oxide.89,90 Moreover, overexpression of
mitochondrial superoxide dismutase 2 (SOD2) reduced angiotensin-II-induced
hypertension.89 In the mouse aorta, the mitochondrial monoamine oxidase-A and
mitochondrial monoamine oxidase-B were induced upon exogenous treatment with
angiotensin-II, producing significant amounts of hydrogen peroxide. This process
attenuated eNOS release and aggravated endothelial dysfunction.91 Moreover, the
adaptor protein p66(Shc) contributes to ROS production in mitochondria, which
occurs in stretch- or angiotensin-II-induced hypertension models.92,93 Furthermore,
eNOS uncoupling may result in hypertension and lead to ROS production. In
the DOCA-salt-induced hypertension model, eNOS is uncoupled due to reduced
tetrahydrobiopterin (BH4) which is an essential cofactor of eNOS. Uncoupled eNOS
produces superoxide instead of nitric oxide and leads to endothelial dysfunction.
Treatment of DOCA-salt-induced hypertensive rats with BH4 supplementation
reduced vascular superoxide production, enhanced nitric oxide bioavailability and
normalized the blood pressure.94

Another facet of redox signaling during physiological and pathological vascular
remodeling are mechanical forces exerting shear stress on vascular walls. The blood
vessels are constantly subjected to biomechanical forces which are important for
vascular remodeling and significantly influence the phenotype of endothelial cells.
Endothelial cells adapt to sustained shear stress, and either an increase or decrease
from normal shear leads to distinct signaling events.38 Biomechanical stress in blood
vessels comprises two main forces which are acting on the blood vessel wall. The
first one is steady or normal shear stress (also named laminar shear stress) which
is generated by physiological blood flow within lumen of vessels. The steady shear
stress acts primarily on the endothelium and induces a normal production of nitric
oxide through increased expression and activation of eNOS. Laminar sheer stress
also induces prostacyclin, thrombomodulin, plasminogen activators, and TGF-β,
which function as anti-thrombotic agents and improve organ blood flow, thereby
managing vasodilation, angiogenesis, vascular protection, and physiological vascular
remodeling.95 The other type of mechanical force in blood vessels is mechanical
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stretch or strain which is caused by nonlaminar flow or turbulence flow. This type
of stress is also called oscillatory shear stress and arises in injured vessels and affects
both endothelium and vascular smooth muscles. Oscillatory shear stress is associated
with increased vessel wall thickness, reduced vessel lumen, and hypertension. Fur-
thermore, oscillatory shear stress induces enhancement of pro-hypertensive factors
such as angiotensin-II and endothelin-1, and also stimulates an acute increase of
nitric oxide production and upregulation of eNOS activity. Moreover, oscillatory
shear stress promotes oxidative stress via enhancement of superoxide and hydrogen
peroxide production as well as inflammatory responses and leads to decrease in
the endothelial function and finally vascular damage.95 Notably, p66(Shc) protein
is involved in oscillatory shear stress-induced hypertension. Silencing of p66(Shc)
in oscillatory shear stress-induced hypertension blunted the effect of stretch on
superoxide production and NADPH oxidase activation, and restored nitric oxide
bioavailability.93

Highly reactive peroxynitrite, the byproduct of superoxide and nitric oxide
interaction, is an important signaling molecule in shear stress-dependent activation
of MAP kinases (e.g., c-Jun N-terminal kinase (JNK)), matrix metalloproteinases,
and adhesion molecules.38 The downstream signaling events depend on the concen-
tration of produced peroxynitrite. Low concentration of peroxynitrite is associated
with laminar shear stress and plays a protective role by inhibiting activation of
adhesion molecules. Laminar shear stress also stimulates and enhances expression
of intra- and extracellular superoxide dismutases and intracellular glutathione per-
oxide, which scavenge superoxide and hydrogen peroxide, respectively. The laminar
shear stress via these processes protects the vessels against vascular injury.43 In
contrast, oscillatory shear stress is associated with sustained superoxide production,
which, in the presence of nitric oxide, enhances peroxynitrite formation and protein
nitration. These processes may contribute to vascular damage and atherosclerotic
lesion formation.96 Moreover, oscillatory shear stress in human endothelial cells
over 24h increased NADPH oxidase activity and expression of p22phox, gp91phox,
and Nox4 and caused vascular inflammation through activation of the Nox1 isoform
of NADPH oxidase.38

Impact of oxidative stress on pathogenesis
of atherosclerosis

Atherosclerosis is a chronic and slowly progressive multi-factorial disease with a long
asymptomatic phase, which is characterized by thickening and stiffness of the arte-
rial wall. Besides aging, some factors such as hyperlipidemia, diabetes, hypertension,
obesity, smoking, changes in arterial blood flow shear stress, and familial history of
early heart disease increase the risk of atherosclerosis incidence. Atherosclerosis refers
to accumulation of cholesterol deposits in macrophages (foam cells) in the intima
layer of large and medium arteries to form plaque. These plaques or atheroma con-
tain a central hypocellular lipid core including crystals of cholesterol, carbohydrate,
blood and blood products, fibrous tissue, and calcium deposits which are built up
in the necrotic foam cells. The lipid core is separated from the arterial lumen by a
fibrous cap and myeloproliferative tissue that consists of extracellular matrix and
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smooth muscle cells.97 Generally speaking, progression of atherosclerosis is catego-
rized into six steps.98 (i) Initial lesion or adaptive intimal thickening is accompanied by
macrophage infiltration and focal accumulation of extracellular lipid. (ii) Fatty streak
or intimal xanthomaswithmainly intracellular lipid accumulation in foam cells without
a necrotic core or fibrous cap, and reduction of arterial wall elasticity. (iii) Intermedi-
ate lesion or pre-atheroma step accompanied by small extracellular lipid pool buildup
beside of intracellular lipid accumulation, and overlaying plaque with a thin fibrous
cap. (iv) Atheroma (plaque) formation along with still intracellular lipid accumula-
tion starts to build extracellular lipid cores and narrowing of the vessel lumen. (v)
Fibroatheromawith various changes: making multiple lipid cores, covering the plaque
with a fibrocalcific layer, and enhancement of smooth muscle and collagen in the
affected area. During this step, plaques can sometimes grow sufficiently large to block
blood flow. (vi) Complicated lesion or last stage of atherosclerosis accompanied by fis-
sure and hematoma in the affected area, and also rupture of fibrous cap and release of
thrombogenic materials into the blood vessels, which induce thrombosis in the vessel
lumen and lead to vessel occlusion, resulting in infarction or stroke.99

Although, the etiology of atherosclerosis is not completely elucidated, a huge
number of studies are implicating a pivotal role of oxidative stress in the pathogenesis
of atherosclerosis (see Figure 17.1).100–102 Atherosclerosis initiates with inflamma-
tory responses of endothelial cells to low-density lipoprotein (LDL) particles, which
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tend to pass between endothelial cells and stay inside the vessel wall and behind
the endothelium monolayer. LDL particles carry various types of fat molecules such
as cholesterol, phospholipids, cholesterol esters and triglycerides, and they are sus-
ceptible to be oxidized by free radicals, forming oxidized low-density lipoprotein
(oxLDL). The oxLDL is then taken up by specialized receptors on endothelial cells
and induces their activation. This occurs by release of some bioactive phospholipids
which stimulate activated endothelial cells to upregulate surface integrin receptors
that interact with intracellular adhesion molecule (ICAM-1), vascular cell-adhesion
molecule (VCAM-1), and endothelial cell-leukocyte adhesion molecule (ELAM-1),
thereby providing a signaling cue for the recruitment of monocytes and facilitating
their migration to subendothelial layers.103 These migrated monocytes will be trans-
formed into macrophages for ingestion of oxLDL. Themacrophages absorb the oxLDL
and form specialized foam cells. These foam cells process oxLDL and recruit functional
high-density lipoprotein (HDL) to ingest cholesterol. Moreover they attract further
white blood cells to the injury site. Over the time, the cholesterol and other cellular
products in necrotic foam cells build up fatty deposits or plaques at the injury site,
which cause the atherosclerotic lesion.

As mentioned above oxLDL, which is regarded as a major immunogen, is one of
the key mediators of atherosclerosis.104 Unlike native LDL, oxLDL causes cholesterol
ester accumulation in macrophages, and also exerts cytotoxic or chemotactic actions
on monocytes and inhibits the motility of macrophages.105 It was demonstrated that
ROS peroxidize lipid components in LDL particles and cause oxLDL formation.106 In
accordancewith the literature, the level of ROS generation is elevated in atherosclero-
sis due to different mechanisms such as enhancement of ROS production or reduction
of the antioxidant capacity.107 ROS may increase upon treatment of monocytes and
macrophages with oxLDL which stimulates the expression of manganese superoxide
dismutase (Mn-SOD), thus leading to increase of hydrogen peroxide concentration
and disturbance of the steady state levels of ROS.108 Moreover, a markedly inverse
correlation betweenMn-SOD activity and glutathione concentration with plaque size
was observed in rabbits with heritable hyperlipidemia.109 The above mentioned pro-
cess is enhanced by cytokines, such as TNF-α, interleukin-1 (IL-1), angiotensin-II, and
interferon-γ, which induce superoxide production via NADPH oxidase in endothelial
cells.110

In atherosclerotic lesions NADPH oxidase seems to be the primary source of
ROS.111 In apolipoprotein E−/− hypercholesterolemic mice (ApoE−/−) which develop
atherosclerosis spontaneously, superoxide levels were reduced upon treatment
with the NADPH oxidase inhibitor apocynin, which also attenuated progression
of atherosclerosis.111 Moreover, human aortic endothelial cells exposed to hyper-
glycemic conditions showed enhancement of Nox1 expression, and oxidative
stress.112 Notably, Nox1−/y/ApoE−/− double knockout mice displayed reduced
atherosclerosis, correlating with decreased superoxide production, attenuation of
chemokine expression, decreased vascular adhesion of leukocytes and macrophage
infiltration as well as reduced expression of pro-inflammatory and pro-fibrotic
markers.112,113 It was observed by other research groups that levels of Nox2 were
increased in ApoE−/− mice, while Nox4 showed no significant difference to wild
type mice.114 Moreover, endothelial-targeted Nox2 overexpression in ApoE−/− mice
enhanced vascular superoxide production, endothelial cell activation, and increased
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macrophage recruitment, but no alteration on progression of atherosclerosis.59 Fur-
thermore, a reduction in total atherosclerotic lesion area was found in p47phox−/−

mice crossed with ApoE−/− mice, suggesting a likely involvement of the Nox2
subunit of NADPH oxidase in atherogenesis.115 Recently, Judkins et al. highlighted
Nox2-NADPH oxidase as a potential target for future therapies of atherosclero-
sis on the basis of a 50% reduction of atherosclerotic lesion area observed in
Nox2−/y/ApoE−/− double knockout mice.114 In humans, the genetic hereditary
deficiency of Nox2 which occurs in chronic granulomatous disease is associated
with reduction of vascular aging markers and oxidative stress markers. It has been
described that the atherosclerotic burden was diminished in these patients, which
emphasizes the possible role of Nox2 oxidase in atherosclerosis.116,117 Regarding
Nox4, it is reported that it regulates vascular smooth muscle cell migration and
differentiation, which is important for neo-intima formation. Accordingly enhance-
ment of Nox4 expression was observed in intimal lesions of coronary arteries of
atherosclerotic patients.118 It was also demonstrated that enhancement of Nox4
expression in atherosclerosis may change the smooth muscle cell phenotype, leading
to instability and rupture of atherosclerotic plaques.119 Of note Nox5 has been shown
to be a calcium-dependent source of ROS in atherosclerosis and may be a new target
for novel drugs to treat atherosclerosis.120

Nitric oxide produced by eNOS plays an anti-atherosclerotic role due to inhibition
of leukocyte adhesion to the vessel wall. Leukocyte adherence is an early event
in the development of atherosclerosis, and nitric oxide prevents this process via
interfering with the ability of leukocyte adhesion molecule CD11/CD18 to bind to the
endothelial cell surface or by suppressing CD11/CD18 expression on leukocytes.121

It is demonstrated that hypercholesterolemia, which causes atherosclerosis, leads
to a reduction in vascular nitric oxide bioavailability.122 This process is attributed
to dysfunction of the eNOS enzyme and its conversion to uncoupled eNOS. The
uncoupled eNOS produces superoxide instead of nitric oxide, resulting in reduction
of nitric oxide bioavailability and enhancement of pre-existing oxidative stress,
which contributes to atherosclerosis. Various mechanisms lead to conversion of
eNOS to uncoupled eNOS, such as deficiency of tetrahydrobiopterin (BH4) which is
the essential cofactor of eNOS, depletion of L-arginine, which is the main substrate
of eNOS, accumulation of asymmetrical dimethylarginine (ADMA), which is an
endogenous eNOS inhibitor, and eNOS s-glutathionylation.121 Deficiency of BH4 is
presumably representing the major cause of eNOS uncoupling.102 Under oxidative
stress mediated by NADPH oxidase, superoxide modestly and peroxynitrite strongly
oxidize BH4 to dihydrobiopterin (BH2), leading to BH4 deficiency. The dihydrofolate
reductase (DHFR) enzyme can recycle BH4 from its BH2 oxidized form.123 Further-
more, hypercholesterolemia may upregulate angiotensin-II due to enhancement of
angiotensin-II receptor 1 (AT1R) expression, which in turn causes BH4 deficiency
by hydrogen peroxide-dependent down regulation of DHFR.124–126

In the presence of metal ions or nitric oxide, superoxide can promote formation
of lipid peroxyl radicals. Lipid peroxyl radicals are highly reactive and initiate a chain
reaction by reacting with nearby lipid molecules to yield additional lipid peroxyl rad-
icals and lipid hydroperoxides.127 This lipid peroxidation within the vessel wall leads
to oxLDL formation, and thereby atherosclerotic lesion formation.102 It is demon-
strated that oxLDL, as a main mediator of atherosclerosis, activates NADPH oxidase
and xanthine oxidase, and also enhances expression of NADPH oxidase, leading to
oxidative stress.102 Furthermore, oxLDL upregulates arginase-I, which contributes to
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endothelial dysfunction by reducing L-arginine availability for eNOS to produce nitric
oxide.128 It is demonstrated that oxLDL stimulates synthesis of collagen IV in fibrob-
lasts, to form a fibrous cap on top of the fatty streak.129 Moreover, oxLDL enhances
generation, release and activity of matrix metalloproteinases that have collagenase
activity, which contributes to thinning of the fibrous cap, causing plaque instability
and rupture.130,131

Myeloperoxidase (MPO), a member of the peroxidase family, has been suggested
as one of the major keys in the initiation and propagation of atherosclerosis. MPO
is present in neutrophils, monocytes, and macrophages, cells usually involved in
host defense mechanisms through reactive oxidant production by utilizing hydro-
gen peroxide and chloride to generate the powerful oxidant hypochlorous acid. It
is demonstrated that the MPO-derived oxidants contribute to tissue damage and are
involved in progression of atherosclerosis by induction of endothelial dysfunction,
modification of functional HDL into dysfunctional HDL, conversion of native LDL
into modified oxLDL, and induction of endothelial cell death.132,133

Impact of oxidative stress on pathogenesis
of ischemia/reperfusion injury

Ischemia/reperfusion injury divides to two different steps as ischemia and reperfu-
sion, leading to myocardial injury, which is a serious complication in transplanta-
tion, heart infarction, and stroke. Cardiac ischemia occurs when blood flow to the
heart muscle is reduced as a result of partial or complete obstruction of one or more
coronary arteries, which can damage heart muscle and reduce its ability to pump
efficiently.134 Cardiac ischemia may occur slowly as a result of narrowing of the coro-
nary arteries over time during atherosclerosis, or it may occur quickly by blockage
of perfusion as a result of thrombosis or development of coronary artery spasm.
Moreover, cardiac ischemiamay cause serious heart arrhythmia and also heart infarc-
tion. It is reported that approximately one million people per year suffer from heart
infarction in the United States.135 Various conditions besides age increase risk of
cardiac ischemia development in patients, such as diabetes, hypertension, hyperc-
holesterolemia, obesity, smoking, and familial history. Reperfusion as second step of
this injury is re-flowing of blood in coronary arteries following ischemia. Reperfu-
sion itself may cause some reversible or irreversible damage in the ischemic heart, if
the coronary flow is not restored within a critical period of time, and is referred to
as reperfusion injury.134,136 The reperfusion injury may cause myocardial stunning,
no-reflow phenomenon, and myocardial necrosis.

In 1960, Jennings et al. have for the first time described myocardial reperfusion
injury after ischemia in canine hearts whichwere subjected to coronary ligation.137,138

In parallel, Bing et al. have described detailed metabolic changes during myocar-
dial ischemia and reperfusion.13 Over these decades of investigation on the pathol-
ogy of ischemia/reperfusion injury, it has become clear that immense production of
ROS during the reperfusion phase is an important causative factor. It was evidenced
that oxidative stress may increase as much as 100-fold during ischemia-reperfusion
conditions.139 Themajor source of ROS in the ischemic heart comprises themitochon-
drial electron transport chain, xanthine oxidase, and NADPH oxidase.140 Presumably
three main causes of tissue injury after ischemia/reperfusion are enhancement of free
radicals, overload of intracellular calcium, and activation of neutrophils.135–141
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In the ischemic state, the affected tissue suffers a low oxygen tension and sub-
strate supply in the aftermath of blood flow restriction. This leads to reduction of ATP
production due to impaired mitochondrial electron transport chain. The diminished
mitochondrial respiration capacity then causes an impaired mitochondrial function
in the ischemic human heart muscle.142 Furthermore, production of oxygen free rad-
icals due to disturbance of the mitochondrial electron transport chain increases in the
ischemic heart, which develops an oxidative stress condition and intracellular Ca2+

overload.139,143 In parallel, a metabolic change toward anaerobic glycolysis occurs to
increase the levels of ATP production in the ischemic heart. However, the amount of
energy generated through glycolysis is still insufficient for the maintenance of cardiac
function and within 60–90min of ischemia myocyte hyper-contracture develops in
the affected area.135,144,145 During ischemia, anaerobic glycolysis causes intracellular
accumulation of lactate and protons. In the reperfusion phase following ischemia,
protons are transported into the extracellular space via the Na+–H+ exchanger to
normalize pH, resulting in increase of intracellular sodium. This condition causes
activation of sarcolemmal Na+–Ca2+ exchanger, leading to intracellular Ca2+ over-
load due to exchange of intracellular sodium with extracellular calcium.139,146–148 It
is supposed that the magnitude of intracellular Ca2+ overload depends to the dura-
tion of ischemia and degree of oxidative stress.139 Furthermore, oxidative stress in
conditions of ischemia/reperfusion detrimentally affects Ca2+-handling proteins in
the sarcoplasmic reticulum including the Ca2+ pump, the sarcoplasmic reticulum
Ca2+-ATPase, Ca2+ release channels, and also in sarcolemma (e.g., sarcolemmal Ca2+

pump and the L-type Ca2+ channels), resulting in intracellular Ca2+ overload.141 It is
also known that intracellular Ca2+ overload influences the opening of mitochondrial
K+

ATP channels and mitochondrial permeability transition pores (mPTP) in the reper-
fusion state.143,149 The mPTP is a nonselective channel of the inner mitochondrial
membrane. Upon opening of this channel the mitochondrial membrane potential
collapses and uncouples oxidative phosphorylation, leading to ATP depletion and cell
death. During ischemia the mPTP stays closed. During the first minutes of reperfusion
the mPTP becomes open in response to Ca2+ overload, oxidative stress, restoration
of a physiologic pH, and ATP depletion. In reperfusion injury, mitochondrial dam-
age due to oxidative stress and long lasting opening of mPTP is a determining factor
leading to loss of cardiomyocyte function and viability. Therefore, the mPTP is sug-
gested as a new target for cardioprotection in reperfusion.150,151 It is reported that
treatment of infarcted rats as well as humans with pyridoxal 5′-phosphate (PLP), a
metabolite of vitamin B6, reduced ischemia/reperfusion injury and improved cardiac
function.152,153 Administration of PLP may exert cardioprotective effects in ischemic
heart by attenuating the intracellular Ca2+ overload due to inhibition of purinergic
receptors.154

It is reported that elevated cytosolic calcium in ischemic tissue may activate a
calcium-dependent protease, which catalyzes conversion of xanthine dehydrogenase
to xanthine oxidase.155,156 Notably, levels of xanthine oxidase activity are remarkably
increased in blood of patients with myocardial infarction.157 Furthermore, suppres-
sion of xanthine oxidase activity with its potent inhibitor allopurinol ameliorates the
myocardial inefficiency in cardiac ischemic experimental models.158 In the reperfu-
sion state following ischemia, xanthine oxidase starts to use oxygen instead of NAD+

as substrate. On the other hand, the oversized ATP consumption during ischemia
leads to accumulation of purine metabolites, such as hypoxanthosine and hypox-
anthine. Therefore, the xanthine oxidase using oxygen during reperfusion starts to
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catabolize hypoxanthine to xanthine and uric acid, and produces enormous amounts
of superoxide and hydrogen peroxide, leading to tissue injury.143

Besides the impaired mitochondrial electron transport chain and xanthine oxi-
dase, NADPH oxidase is another source of ROS production leading to oxidative stress
in ischemia/reperfusion injury. It is reported that Nox2 andNox4 among themembers
of the Nox family are extensively expressed in cardiomyocytes.159 It is reported that
both of them are upregulated in conditions of ischemia/reperfusion. Genetic suppres-
sion of Nox2 or Nox4 of NADPH oxidase exacerbates ischemia/reperfusion injury in
mice via inadvertent down-regulation of HIF1α and upregulation of PPAR-alpha.160

Furthermore, it is mentioned that expression of Nox2 is enhanced in rat as well as
human cardiomyocytes after heart infarction.161–163

Oxidative stress-mediated myocardial reperfusion causes activation of the
pro-inflammatory factor NF-κB. The activated form of NF-κB was also observed
in experimental cardiac ischemia/reperfusion.164 Activated NF-κB triggers gene
expression of various pro-inflammatory cytokines such as TNF-α, and interleukins,
leading to stimulation of cardiac remodeling.143,165 It is demonstrated that hydrogen
peroxide in the infarcted area can directly induce production of TNF-α via the p38
MAPK pathway.166 The release of these chemokines attracts neutrophils to the
ischemic area within the first 6 h of reperfusion and activates them.143,167 These
activated neutrophils produce ROS due to enhancement of cellular respiration
via NADPH oxidase.143 Furthermore, they can adhere to endothelial cells and
particularly affect the vasodilation ability of vessels in response to nitric oxide. This
event causes vasoconstriction and diminishes microvascular perfusion (no-reflow
phenomenon), leading to apoptosis in the infarcted area. Moreover, the activated
neutrophils release inflammatory factors such as leukotrienes and prostaglandins,
resulting in enhancement of endothelial cell permeability. This process facilitates
infiltration of neutrophils to the interstitium where they start to release proteases
and elastases to destroy cell membranes and cause cell death. It is reported that
inhibition of neutrophil adhesion to the endothelium or administration of antioxi-
dants attenuates the process of reperfusion injury.168 Treatment of infarcted animals
with a nonpeptidyl mimic of superoxide dismutase ameliorates ischemia/reperfusion
injury.169,170

Impact of oxidative stress on pathogenesis of cardiac
arrhythmia

Cardiac arrhythmia occurs when the cardiac electrical activity, which coordinates the
rate of heartbeats, is not working properly. This problem leads to a condition that the
heart beats too fast, or too slowly, or erratically.171 In cardiac arrhythmia, the heart is
not able to pump blood effectively to all organs, resulting in low oxygen tension and
may cause tissue damage in these organs. Various factors besides aging increase the
risk of cardiac arrhythmia development, including coronary artery disease, hyper-
tension, congenital heart disease, hyper- or hypothyroidism, drug abuse, diabetes,
electrolyte imbalance, and obstructive sleep apnea. Generally, cardiac arrhythmia is
classified into tachycardia and bradycardia.171 Tachycardia refers to a fast heartbeat
with over 100 bpm, which can originate from atria or ventricle.171,172 Tachycardia in
atria causes different diseases including atrial fibrillation (caused by irregular electrical
impulses in atria), atrial flutter (as same as atrial fibrillation with more-organized and



�

� �

�

294 Chapter 17

more-rhythmic electrical impulses in atria), supraventricular tachycardia (a kind of
junctional arrhythmiawith various arrhythmia forms originating above the ventricles
in the atria or the atrioventricular node), and Wolff–Parkinson–White syndrome (a
kind of supraventricular tachycardia with electrical impulses going between atria and
ventricles without passing through the atrioventricular node). Tachycardia in ventri-
cles also causes various diseases comprising of ventricular tachycardia (a rapid regular
heartbeat with abnormal electrical impulses in the ventricles), ventricular fibrilla-
tion (a rapid irregular electrical impulse leading to ineffective trembling of ventricles
instead of pumping), and long QT syndrome (a heart disorder with a rapid irregular
heartbeat due to changes in the heart electrical system).

Bradycardia is a sluggish rhythm of heartbeats with less than 60 bpm, due to a
slow electrical impulse from the sinoatrial node, or blockage of the electrical impulse
from atria to ventricle. According to the site of conduction disturbance, bradycardia
is classified to sinus node dysfunction and atrioventricular conduction disturbance,
each of which contributes to various types of cardiac diseases.171

Among different types of cardiac arrhythmia, atrial fibrillation is the most com-
monly sustained arrhythmia in the clinic, and its prevalence is constantly increasing
during past decades. The estimated number of patients with atrial fibrillation globally
in 2010 was 33.5 million individuals.173 Atrial fibrillation is a complex multi-factorial
arrhythmia with a rapid heartbeat caused by erratic electrical impulses in the atria,
leading to rapid, uncoordinated, and weak contraction of atria. This erratic electrical
impulse assaults the atrioventricular node, resulting in an irregular, rapid rhythm of
ventricles with a rate of 100–160 bpm, which is referred to as fibrillation. The atrial
fibrillation may lead to serious complications such as stroke, and therefore requires
medical attention. According to the literature, development of atrial fibrillation
depends on some structural and electrical remodeling of the atria. The structural
remodeling refers to abnormalities of the atrial architecture such as atrial dilatation,
fibrosis, apoptotic phenomena, and tissue dedifferentiation.174 On the other hand,
the electrophysiological remodeling mainly comprises shortening of the effective
refractory period, loss of rate adaptation of the refractory period, prolongation of
conduction, and increased dispersion of refractoriness and conduction.175 Moreover,
it is suggested that myocardial fibrosis, inflammation, and oxidative stress, amongst
all reported etiological factors, play a central role in the pathogenesis of atrial
fibrillation.171,176,177

Myocardial fibrosis is characterized by enhancement of fibroblast proliferation
and collagen deposition in the interstitial matrix of cardiomyocytes.178 It is reported
that ROS indirectly influence atrial fibrillation development by promotingmyocardial
fibrosis through modulation of fibroblast proliferation as well as enhancement of col-
lagen expression.178 Furthermore, increased serum levels of the inflammatorymarker
C-reactive protein and other inflammatory markers in atrial fibrillation patients con-
firm the role of inflammation in pathogenesis of this disease.176,179 Moreover, a steady
rise of systemic inflammatory factors as well as oxidative stress markers was observed
in patients with persistent atrial fibrillation.180 It is well established that ROS induce
inflammation responses due to regulation of inflammatory mediators such as NF-κB
and increased gene expression levels of inflammatory factors, which also confirms
the indirect effect of ROS on atrial fibrillation development.171–181

Besides the indirect effects of ROS on atrial fibrillation, cumulative evidence
implicates a direct pivotal role of oxidative stress in the pathogenesis of atrial
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fibrillation.171,182,183 Various animal as well as clinical studies have reported an
enhancement of oxidative stress markers during atrial fibrillation. For the first
time, Mihm et al. have mentioned an association between oxidative stress and
atrial fibrillation. They have observed remarkable oxidative stress in samples of
the right atrial appendage obtained from atrial fibrillation patients undergoing the
maze procedure.184 Furthermore, activity of myofibrillar creatine kinase (MM-CK)
was decreased in these patients in comparison to healthy individuals, which was
inversely associated with the amount of 3-nitrotyrosine (a peroxynitrite biomarker),
implicating the importance of increased peroxynitrite formation in atrial fibrillation
development.184 The maze procedure is a surgical treatment for ablation of atrial
fibrillation. In the maze procedure, one scar will be created in the atrial tissue via
small incision, ultrasound energy, radio waves, freezing, or microwave energy. This
scar tissue conducts no electrical impulse, blocks the abnormal electrical signals
causing arrhythmia, and leads the electrical impulses through a controlled path, or
maze, to the ventricles.185 In another study, a significant increase in atrial NADPH
oxidase activity was observed in biopsies of the right atrial appendage from 170
patients who developed atrial fibrillation after coronary artery bypass surgery.186

Genetic analysis of atrial tissue from 26 patients with atrial fibrillation displayed
gene expression enhancement for the oxidative stress markers monooxygenase 1,
monoamine oxidase-B, ubiquitin specific protease-8, tyrosinase-related protein-1,
and tyrosine 3-monooxygenase and reduction of glutathione peroxidase-1 and heme
oxygenase-2 mRNA levels.187 This data confirmed the association between oxidative
stress and pathogenesis of atrial fibrillation. Moreover, Neuman et al. reported a
significant association between oxidative stress markers and atrial fibrillation in
patients with or without persistent or permanent atrial fibrillation.188 Moreover,
Youn et al. have concluded that oxidative stress in the atrium causes various changes
including hypertrophy via enhancement of fibroblast proliferation, extracellular
matrix remodeling via enhancement of collagen and matrix metalloproteinase
expression, and enhancement of inflammation due to increased expression and
activity of TNF-α, interleukin-1β, interleukin-6, and inducible NOS. All these events
result in structural and electrical remodeling, leading to atrial fibrillation.183

NADPH oxidase amongst other sources of ROS production (e.g., xanthine oxi-
dase, uncoupled eNOS, and mitochondria) has emerged as a major enzymatic source
for oxidative stress leading to atrial fibrillation.183,186,189 Presumably NADPH oxidase
activation is important for initiation of atrial fibrillation development, whereas the
other sources of ROS production are involved in the maintenance of permanent
atrial fibrillation.190 It is implicated that suppressing Nox2 expression by shRNA gene
based targeting methods significantly reduced levels of interstitial fibrosis as well
as atrial fibrillation formation in a Nox2 shRNA animal model.191 Overexpression
of Nox4 has also been reported in patients with atrial fibrillation.189 Furthermore,
overexpression of Nox4 in animal models increased phosphorylation levels of
calcium/calmodulin-activated protein kinase II (CaMKII), leading to an arrhythmic
phenotype, which is suggesting a causal role of Nox4 in cardiac arrhythmia mediated
by activation of the pro-arrhythmic enzyme CaMKII.192 Nox2 and Nox4 isoforms
of NADPH oxidase are the specific sources of superoxide and hydrogen peroxide
production involved in atrial fibrillation. ROS-derived from NADPH oxidase acti-
vate myocardial fibrosis, atrial inflammation, and electrophysiological remodeling
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following activation by known upstream triggers of atrial fibrillation including
angiotensin-II and atrial stretch.171,183

It is demonstrated that oxidative stress-induced atrial fibrillation reduced the
total Na+ current, enhanced late Na+ current and L-type Ca2+ current, the open
probability of the sarcoplasmic reticulum ryanodine receptor via CaMKII, and
impaired sarco/endoplasmic reticulum Ca2+-ATPase (SERCA) function.171,183 These
events induce intracellular Ca2+ overload which may facilitate early after depo-
larization and delayed after depolarization mechanisms in myocardial tissue. This
pathway is important in arrhythmogenesis of atrial fibrillation.171,193 It is reported
that reduction of atrial Ca2+ current through inhibition of glutathione synthase with
buthionine sulfoximine impaired the force-frequency response of isolated atrial
trabeculae, and also diminished its contractility response to adrenergic agonists.194

These data underscored the impact of oxidative stress on atrial ion channel activity
and contractile function.

Multiple choice questions

1 A heartbeat of less than 60 bpm is called

a. Tachycardia

b. Bradycardia
c. Arrhythmia

d. Fibrillation

2 The most serious and life threatening arrhythmia of the heart is

a. Tachycardia

b. Bradycardia

c. Fibrillation
d. Flutter

3 Which event is NOT involved in pathogenesis of atrial fibrillation?

a. Overexpression of Nox isoforms

b. Intracellular calcium overload

c. Enhancement of systemic inflammatory factors

d. Production of oxidized LDL

4 The following alterations occur in the ischemic state except of

a. Enhancement of NADPH oxidase activity

b. Reduction of ATP production

c. Disturbance of mitochondrial electron transport chain

d. Metabolic switch toward anaerobic glycolysis

5 During progression of atherosclerosis development, oxidized LDL mediates following changes

in the vessel wall occur except

a. Upregulation of arginase-I activity

b. Activation of NADPH oxidase and xanthine oxidase

c. Metabolic switch toward anaerobic glycolysis
d. Increased expression and activity of matrix metalloproteinase
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6 Explain these steps in the etiology of atherosclerosis development and plaque rupture:

a. Inflammatory responses of endothelial cells to low-density lipoprotein (LDL) in hyperc-

holesterolemia

b. ROS-produced by NADPH oxidase decrease nitric oxide bioavailability, leading to reduc-

tion of antiatherogenic functions of the endothelium

c. LDL enters the subendothelial space

d. LDL becomes oxidized

e. oxLDL is then taken up by endothelial cells and induces their activation

f. Activated endothelial cells recruit monocytes into the lesion area

g. Transformation of monocytes into macrophages for ingestion of oxLDL

h. Macrophages absorb oxLDL, form foam cells and are trapped in the space

i. Foam cells attract further white blood cells to the injury site

j. Building up atherosclerotic plaques at the injury site

k. oxLDL induce synthesis of collagen IV in fibroblasts, to form a fibrous cap lining the

plaques

l. oxLDL enhance NADPH oxidase activity, leading to oxidative stress

m. ROS-produced by NADPH oxidase decrease nitric oxide bioavailability, leading to reduc-

tion of antiatherogenic functions of endothelium

n. oxLDL enhances metalloproteinases with collagenase activity

o. Activated matrix metalloproteinases thin the fibrous cap, resulting in plaque instability

and rupture
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THEMATIC SUMMARY BOX

After going through this chapter, a student should know and understand about:

• The role of oxidative stress and reactive oxygen species (ROS) in the etio-pathogenesis of
i. viral and bacterial respiratory infections, human immunodeficiency virus

(HIV) infection, tuberculosis, cystic bronchiectasis and sepsis induced acute
lung injury

ii. airway diseases such as chronic obstructive pulmonary disease (COPD) with
particular reference to tobacco smoking and air pollution

iii. respiratory allergies and bronchial asthma

iv. interstitial lung diseases (ILDs) including idiopathic pulmonary fibrosis (IPF),
asbestosis and sarcoidosis

v. lung cancer including smoking and asbestos exposure induced cancer

vi. pulmonary arterial hypertension (PAH) and

vii. respiratory muscle dysfunction

• The role of antioxidant drugs, herbs and mimics in the treatment and prevention of lung
diseases

Summary

Oxidative stress is shown to play an important role in the pathogenesis of various
respiratory ailments. Respiratory infections of all kinds including tuberculosis and
human immunodeficiency virus (HIV) infection are shown to generate increased
levels of reactive oxygen species (ROS) and decrease the endogenous production
of antioxidant enzymes. Oxidative stress in airway disease, particularly in chronic
obstructive pulmonary disease (COPD) is associated with accelerated lung ageing and

Oxidative Stress and Antioxidant Protection: The Science of Free Radical Biology and Disease, First Edition.
Edited by Donald Armstrong and Robert D. Stratton.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.
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cellular senescence. It is also responsible for systemic manifestations and comorbidi-
ties of COPD, and as well as for corticosteroid resistance by suppression of activated
anti-inflammatory effects. A large number of studies have shown the significance of
oxidative stress in other lung diseases, such as pulmonary fibrosis, asbestosis, lung
cancer, pulmonary hypertension, respiratory muscle dysfunction, and others. The
role of oxidative stress in the disease etiology and pathogenesis forms the basis for
treatments with various exogenous antioxidant agents and mimics. Various dietary
nutrients such as vitamins C and E, enzymatic drugs and herbal preparations have
been tried in different diseases. Some benefits have been shown in experimental
animal and small clinical studies. It seems that the antioxidant drugs and mimics
have a potential supplementary role in disease-management and/or prevention of
some of the respiratory ailments.

Introduction

The lungs remain at high risk of developing oxidative stress because they are directly
exposed to ambient environment, and therefore to high oxygen concentrations.
The alveolar macrophages constitute the first line of defense against environmental
insults. The activated macrophages produce a large amount of ROS causing damage
to the respiratory system. The normal antioxidant defenses which operate to
counterbalance the oxidative stress are also impaired due to inhalational toxins.
The oxidant:antioxidant imbalance is known to play an important role in the
pathogenesis and/or clinical manifestations of different pulmonary disorders such
as respiratory infections, asthma, COPD, lung cancer, idiopathic pulmonary fibrosis
(IPF) and others.1,2

Respiratory infections

Different microorganisms including the bacteria, viruses and fungi are responsible
for respiratory infections and lung injury. The important bacterial pathogens include
the Streptococcus pneumoniae, Haemophilus influenzae, Staphylococcus aureus, Pseudomonas
aeruginosa, Acinetobacter species, and several others. Most of these organisms cause
lung injury by damaging the lipids, proteins and deoxyribonucleic acids (DNAs) of
alveolar cells by producing reactive oxygen intermediates (ROI) such as superoxide
anion, hydrogen peroxide and peroxynitrite, and so on. H. influenza is an impor-
tant cause of exacerbations of COPD. The organism causes damage but itself has
the capacity to withstand the effects of ROS produced by the inflammatory cells.3

Endotoxins produced by different bacteria in particular cause extensive damage to
the lungs sometimes producing a clinical picture of sepsis, acute respiratory distress
syndrome (ARDS) and acute respiratory failure. There is significant evidence to sug-
gest the involvement of various oxidants in the pathogenesis of sepsis induced acute
lung injury and ARDS.4

Patients with HIV are shown to have significant oxidative stress.5 The oxidative
stress is also shown to enhance with introduction of anti-retroviral therapy thereby
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causing difficulties in treatment.5 It is also responsible for impaired T-cell homeostasis
due to decrease of Interleukin-7 (IL-7) responsiveness.6 Respiratory syncytial virus is
found to generate significant ROS in vitro to cause lower respiratory tract infection in
children. Rhinoviruses infection is also associated with increased levels of superoxide
formation and production of intercellular adhesion molecule (ICAM-I).

Tuberculosis is an important infection where oxidative stress has a significant role
to play. Both the bacillary load and the disease severity are shown to significantly cor-
relate with high oxidant and low antioxidant concentration.7 It has been therefore
suggested that exogenous antioxidant administration helps in fast recovery.7 Oxida-
tive stress is also implicated in the development of drug-resistance and multi-drug
resistant tuberculosis.

Airway diseases

Chronic obstructive pulmonary disease, an important cause of global health burden
is the third most common cause of death worldwide. There is high oxidative stress
in airway diseases such as COPD and asthma.8 There is an increase in the burden of
superoxide anions and hydrogen peroxide (H2O2) radicals in COPD which continu-
ously drives the airway inflammation.9

Tobacco smoking is the most important risk factor of COPD. A large number of
ROS are present in the cigarette smoke. Smoking is shown to deplete antioxidants;
the concentration of ascorbate and vitamin E are decreased in the smokers. The shift
in the oxidant–antioxidant balance results in cellular injury, increased cell lysis and
epithelial permeability. There is a strong relationship of tobacco use with oxidative
stress and exacerbation of symptoms of COPD.10

Tobacco smoke is also rich in nitric oxide. The nitrogen species produce perox-
ynitrite, decrease antioxidant capacity and further augment oxidative stress. Both
macrophages and neutrophils are increased in smokers, generate ROS and reactive
nitrogen species (RNS). It results in increased oxidative and nitrative burden in the
lungs as well as in the systemic circulation, contributing to different tobacco-induced
diseases, particularly the COPD.

Air pollution is another important risk factor for COPD. The particulate matter
present in the ambient and household air pollution, produce oxidants and oxidative
stress. The organic compounds, metals and probably bacterial endotoxins present in
air pollutants are associated with oxidant generation. Also, ozone, a secondary air
pollutant produced through photochemical reaction, aggravates oxidative stress by
depleting antioxidants and causing lipid peroxidation. Tobacco smoking and air pol-
lution exposures are also responsible for continued deterioration of lung function
and acute exacerbations of COPD. In the presence of an acute exacerbation, there is
release of large amounts of ROS by the activated peripheral blood neutrophils.

The ROS generation through lipid peroxidation and other mechanisms may result
in the formation of reactive carbonyls, (carbonyl stress) considered to be responsible
for chronic disease and ageing. Carbonyl levels are shown to relate to COPD severity
assessed by decline in forced expiratory volume in 1 second (FEV1), that is, the vol-
ume of air forcefully exhaled in the first second, a measure of airway-obstruction.
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Oxidative stress in COPD is responsible for increased airway inflammation. It acti-
vates transcription factor, nuclear factor-kappa B (NF-κB) as well as some signaling
molecules. Further, the ROS also activate TGF-β signaling pathways which them-
selves induce oxidative stress. The carbonyl stress in COPD also impacts the different
signaling pathways associated with increase in oxidative damage.

The oxidative stress in COPD is associated with accelerated lung ageing and cellu-
lar senescence.11 These changes are possibly mediated through increased expression
of the enzyme matrix metallo-proteinase-9 (MMP9) which causes elastin degrada-
tion and emphysematous changes in the lungs. Oxidative stress has been blamed
for systemic manifestations and comorbidities of COPD, such as the cardiovascu-
lar disease and metabolic syndrome. It is also linked to skeletal muscle wasting and
weakness.

Oxidative stress produces some degree of corticosteroid resistance. It suppresses
the activated anti-inflammatory genes and therefore, the anti-inflammatory action of
corticosteroids. The observation has important therapeutic implication in the use of
antioxidant treatment to improve response to corticosteroids for acute exacerbation.

Bronchial asthma is the other important cause of airway obstruction. It is a dis-
ease which affects individuals of all age groups, from early childhood to old age. Air
pollutants play an important role in pathogenesis of allergic rhinitis and asthma.
Besides air pollutants, different allergens, infections and other stimuli can act as trig-
gers of asthma, as well as result in increase in intracellular ROS through the NADPH
enzyme activation.

Endogenous production of ROS is increased in allergic asthma.12 The intracellular
levels of ROS, particularly the H2O2, result in different alterations of intracellular
signaling events depending upon the level of oxidative stress.8 While the low levels
of ROS act upon the antioxidant defense system through the Nrf2 activation, the
higher levels cause inflammatory cellular response. Still higher levels of ROS may
result in serious cytotoxic effects, apoptosis and cell necrosis.

Interstitial lung diseases

The interstitial lung disease (ILD) is a group of a large number of heterogeneous
diseases with common clinical and radiological manifestations. The interstitial lung
involvement can occur secondarily to a variety of systemic diseases such as connective
tissue disorders, occupational lung disease, sarcoidosis and hypersensitivity pneumo-
nias. Idiopathic interstitial pneumonia (IIP) is an important group of primary ILDs
which include six different kinds of disorders of idiopathic origin. Usual interstitial
pneumonia (UIP), also called as IPF is the most serious and progressive IIP. While
IPF is one of the most important ILD, all ILDs cannot be considered as synonymous
of IPF.

IPF is a progressive and disabling disease which results in marked respiratory
distress leading to death within a short span of 3–4 years. There is no satisfactory
treatment of IPF available at present. There is evidence to link the ROS levels
with the pathogenesis of IPF in humans.13 Marked oxidative stress has been also
demonstrated in the experimental models of pulmonary fibrosis, such as fibrosis
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induced by administration of asbestos, silica and bleomycin. It is also shown that the
bleomycin and asbestos-induced fibrosis can be prevented by antioxidants such as
N-acetylcysteine (NAC), deferoxamine and other agents.14

Oxidative stress is also believed as one of the important mechanism which links
ageing with IPF as well as COPD.15 Matrix metallo-proteinases (MMPs) are matrix
degradation enzymes (proteinases) which play an important role in the development
of lung injury and pulmonary fibrosis. The MMPs are activated and up-regulated by
ROS. The MMPs and their tissue inhibitor counterparts (TIMPs) regulate the degra-
dation and turnover of extracellular matrix which is important for the stability and
strength of lung structure and architecture. Excessive matrix deposition and impair-
ment of extracellular matrix degradation is likely responsible for pulmonary fibrosis.
Different studies show different results with reference to the role of MMPs and TIMPs
pulmonary fibrosis. The broncho-alveolar lavage fluid shows higher MMP3, MMP7,
MMP8, and MMP9 levels in IPF patients with earlier mortality.16 It may be concluded
that the MMPs–TIMPs balance is important in the pathogenesis as well as outcome
of pulmonary fibrosis.

Sarcoidosis is another common and important ILD of unknown etiology. It is a
multisystem disease which primarily affects the lungs and mediastinum with forma-
tion of noncaseating granulomas. There is newly emerging evidence that the markers
of oxidative stress are increased. As an example, the malondialdehyde (MDA) which
is an end product of lipid peroxidation, and oxidized low density lipoprotein were
increased in sarcoidosis while the total antioxidant level was significantly lower.17

It has been proposed that ROS promote inflammation and fibrosis in sarcoidosis by
multiple mechanisms.

Asbestosis and lung cancer

Asbestos is commonly used for its fire-resistance properties for various industrial and
manufacturing applications. It is a nondestructible fiber which when inhaled can
remain in the lungs and initiate fibrogenic and neoplastic reactions. Asbestos fiber
is responsible for diseases such as asbestosis (interstitial fibrotic lung disease), pleural
plaques and malignancies such as mesothelioma and lung cancer.18

Formation of ROS, and to a lesser extent the RNS are important in the inflam-
mation and fibrosis following asbestos inhalation.19 Asbestos fiber induced oxidative
stress stimulates IL-6, a key mediator in chronic inflammation and fibrosis. Increased
IL-6 levels are shown in the bronchoalveolar lavage fluid of patients with long term
asbestos exposure and fibrosis. The asbestos fibers also trigger H2O2 production in
alveolar macrophages as well as other target cells such as the lung epithelial and
mesothelial cells. The mitochondrial ROS production and oxidative stress cause DNA
damage and cell death.

The various signaling pathways, DNA damage and disordered cell replication
induced by asbestos lead to tumor development, lung cancers and mesothelioma.20

Besides the asbestos induced cancers, oxidative stress is also important in tumor
development and progression of other types of lung cancer.21 Lipid peroxidation is
the most common form of oxidative stress described in lung cancer. Tobacco smoking
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and environmental pollutants are known to promote oxidant burden and reduce
the antioxidant levels. Oxidative stress is the most important factor implicated in
smoking induced cancer.22 ROS are also linked to tumor invasion, angiogenesis (i.e.,
the tumor associated) new vessel formation and metastases to other organs. These
actions are mediated through dysregulation of metalloproteinases, angiogenic factors
and adhesion molecules, released by abnormal signaling by ROS. The ROS also pro-
mote tumor cell survival and resistance to cancer chemotherapy and radiotherapy.
There is newer evidence to suggest that chemotherapy may suppress the ROS in non
small cell lung cancer.23

Pulmonary arterial hypertension

Pulmonary arterial hypertension (PAH) is a complex disease of multiple etiologies.
While pulmonary hypertension can develop secondarily to cardio-pulmonary dis-
eases, connective tissue disorders, HIV infection and other diseases, the etiology of
primary pulmonary hypertension (PPH) is uncertain. There are limited options of
treatment of PPH, and the prognosis is poor. The exact pathogenesis is not clear.
There is increasing evidence to suggest the role of ROS and oxidative stress in its
pathogenesis.24 Several different markers of oxidative stress are shown to increase
in plasma and urine of patients with both secondary and primary forms of PAH in
different studies.

ROS are known to alter the levels of vasoactive mediators and enhance
calcium signaling. This is likely to up-regulate the growth factors and induce
pro-proliferative signaling responsible for enhanced proliferation, growth of fibrob-
lasts and matrix deposition in the walls of pulmonary vessels. These changes may
result in pulmonary vascular remodeling, increased vasoconstriction and aggrava-
tion of pulmonary hypertension. Further, drugs like bosentan used for treatment of
pulmonary hypertension, antagonizes endothelin receptors, attenuates the oxidative
and nitrosative stress, and prevents progression of pulmonary hypertension.25

Respiratory muscle dysfunction

The respiratory muscles, in particular the diaphragm and chest-wall muscles are
important for an effective ventilation. Diaphragmatic atrophy and contractile
dysfunction occurs in critically ill patients on prolonged mechanical ventilation. The
degree of diaphragmatic atrophy is directly proportional to length of mechanical
ventilation. There is increased muscle protein breakdown which affects muscle
strength and endurance. Hypoventilation and respiratory failure results due to
muscle weakness/atrophy.

The disuse of skeletal muscles of locomotion promotes oxidative injury. Muscle
atrophy is caused due to the oxidative stress induced injury.26 The oxidative stress
in muscle disuse conditions has been attributed to the interaction of different path-
ways of oxidant production, such as the xanthine oxidase and nitric oxide synthase,
NADPH oxidase and increased cellular levels of reactive iron.
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Role of antioxidants in the management of lung
diseases

The role of oxidative stress in various diseases forms the basis of potential treatment
with antioxidant drugs. Therapeutically, two kinds of approaches have been tried: (i)
Reduction of exposure to pro-oxidants, and (ii) Use of antioxidants to neutralize the
oxidative burden. In case of lung diseases, reduction of exposure to pro-oxidants such
as ozone and nitrites is shown to decrease asthma exacerbations. Similarly, tobacco
cessation may reduce the occurrence of exacerbations of COPD.

Antioxidants have been tried for treatment and/or prevention of most of the
lung diseases listed earlier in this chapter. There are several antioxidant drugs and
food supplements which are now available. The list includes glutathione, vitamins
A, C, and E, antioxidant enzymes and Nrf2 mediated antioxidants. In addition, many
herbal preparations and other antioxidant mimics have been used in one or another
form. Some of these specific indications for pulmonary conditions are:

Infections
The Nrf2 mediated antioxidant system is shown to prevent the oxidant injury and
inflammation. Drugs like ketamine, propofol and ketofol, used for sedation are shown
to reduce inflammation of endotoxaemia in rodents in experimental studies. The
effect in humans has not been substantiated.

The dietary supplement sulforaphane is shown to increase the antioxidant
defenses and lung health in HIV-1 infected rats. In humans, the dietary antioxidant
for example, the gold kiwi fruit is shown to reduce symptoms of upper respiratory
tract infection.27

A variety of Chinese and Japanese herbal medicines have been used for influenza
virus infection for their anti-inflammatory and antioxidant effects. It has been shown
that the levels of antioxidants increase whereas oxidants such as MDA and NO levels
decrease significantly following anti-TB therapy. It has been suggested that antioxi-
dants (vitamins C and E) supplementation might help in fast recovery of a tubercu-
losis patient. Herbs have been also tried for treatment of tuberculosis to enhance the
cell mediated immunity and effects of anti-tubercular therapy.

Chronic obstructive pulmonary disease
N-acetyl cysteine, a mucolytic agent with antioxidant properties has been tried in
COPD patients. It was shown to increase glutathione concentrations within the alve-
olar macrophages and inhibit ROS release from neutrophils. Several clinical trials
indicate that NACmay reduce the occurrence of exacerbations and improve small air-
way function.28 Small benefits were also seen with carbocisteine and erdosteine. The
new Nrf2-activators seem to show encouraging results. For example, sulforaphane,
a natural constituent of vegetables such as broccoli is under trial at present.

Interstitial lung diseases
Antioxidants such as NAC have shown some benefit in IPF – a progressive and fatal
illness.29 Use of NAC had shown improvements in oxygen saturation and CT images
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of IPF patients. No significant clinical benefits could, however, be attributed to its
use. Antioxidant drugs such as carnosine and NAC have been used to supplement
the immunosuppressive and antifibrotic therapy of IPF. Some of the antioxidant
mimics, such as the metalloporphyrins have shown beneficial effects in radiation
and bleomycin-induced fibrosis in experimental animals. One can hope that one of
these drugs may find its use in IPF therapy in future.

Exogenous antioxidants such as NAC, pentoxifylline and quercetin have been
used for sarcoidosis in small studies. Pentoxifylline, commercially available in the
market is used for several medical indications because of its antioxidant properties.
There is no consistency of results.

Other lung diseases
Antioxidants have been used as therapeutic agents in small studies to slow down the
rate of dysfunction and atrophy due to muscle disuse. Addition of vitamins A, C, E,
carotenoids or selenium did not show any reduction in lung cancer risk. The antiox-
idants for pulmonary hypertension hold promise for future use. At least four groups
of antioxidant strategies (enzymatic ROS scavengers and regulators, small chemical
ROS scavengers, ROS generation inhibitors and Nrf2 activator) are described.30 Their
exact role in treatment remains to be established.

A large number of Ayurvedic (traditional Indian medical system) preparations
have been tried as antioxidant mimics.31 Ocimum sanctum (holy basil or “tulsi”),
a plant considered sacred by the Hindus is shown to possess excellent antioxidant
activity. Its leaves are routinely used as home-remedies for cough, common-cold and
fevers. Some animal studies have also shown it to have anti-cancer effects. Curcuma
longa (turmeric), a commonly used spice in the Indian kitchens has anti-cancer,
anti-inflammatory and anti-septic properties. Its active ingredient, curcumin is more
potent that α-tocopherol in its antioxidant effects.

There are several other herbs and/or mineral based Ayurvedic drugs which have
been used for different systemic and pulmonary ailments. Some such examples
include: Withania somnifera (winter cherry or “ashwagandh”), gold-ash (“Swarna
bhasma”), Aloe vera (Aloaceae), Piper nigrum (black pepper) and some poly-herbal
preparations such as “triphala.” Ashwagandha has been a particularly popular herb of
interest which has been used for centuries for various respiratory illnesses, arthritis
and other chronic diseases. The active compounds in the plant (withanolides and
sitoindosides) are shown to accrue good antioxidant properties such as increasing the
activity and/or levels of free radical scavenging enzymes and glutathione peroxidase.

There is significant evidence to show that the various antioxidant mimics are
known to accrue potentially useful benefits in experimental animal studies as well
as some small clinical benefits. They may have an additional supplementary role in
various treatment protocols. For the present, the conclusive proof for their role in
disease management and prevention remains enigmatic.

Multiple choice questions

1 Important bacterial pathogens include all but which bacteria?

a. Streptococcus pneumoniae
b. Haemophilus influenzae
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c. Lactobacillus acidophilus
d. Staphylococcus aureus

2 Tobacco smoking and air pollution exposures are also responsible for continued deterioration

of lung function and acute exacerbations of COPD.

a. True

b. False

3 The pathogenesis of primary pulmonary hypertension is:

a. Heart disease

b. Connective tissue disorder

c. Infection

d. Unknown
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tract infections in the elderly. No changes were detected in the body’s innate immunity or inflammatory

biomarkers.

28 Santus P, Corsico A, Solidoro P, et al. 2014. Oxidative stress and respiratory system: phar-

macological and clinical reappraisal of N-acetyl cysteine. COPD, 11(6), 705–17.

N-acetyl cysteine, an antioxidant drug has been used for its mucolytic properties in patients with

COPD. Several clinical trials show that the drug may reduce the rate of acute exacerbations and improve

the lung function.

29 Bast, A., Weseler, A.R., Haenen, G.R. et al. (2010) Oxidative stress and antioxidants in inter-

stitial lung disease. Current Opinion in Pulmonary Medicine, 16(5), 516–520.

The knowledge of the importance of ROS in the pathogenesis of IPF has raised the hope of treatment

with antioxidants which have shown some benefits. The antioxidants such as NAC also protect against

oxygen toxicity.
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30 Suzuki, Y.J., Steinhorn, R.H. & Gladwin, M.T. (2013) Antioxidant therapy for the treatment

of pulmonary hypertension. Antioxidants and Redox Signaling, 18(14), 1723–1726.

A number of antioxidant drugs have potential in the treatment armamentarium of various forms of

pulmonary hypertension. It is important to undertake well designed clinical trials to evaluate the efficacy

of antioxidant drugs. At least four groups of antioxidant strategies may find their use in treatment:

enzymatic ROS scavengers and regulators; small chemical ROS scavengers; inhibitors of ROS generation;

Nrf2 activators.

31 Scartezzini, P. & Speroni, E. (2000) Review on some plants of Indian traditional medicine

with antioxidant activity. Journal of Ethnopharmacology, 71, 23–43.
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Oxidative stress and type 1 diabetes
Chao Liu, Clayton E. Mathews, and Jing Chen
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THEMATIC SUMMARY BOX

At the end of this chapter, students should be able to:

• Tell the difference between type 1 and type 2 diabetes

• Define islets of Langerhans

• List cell types in the islets

• Define autoimmunity

• Describe why patients with type 1 diabetes are hyperglycemic

• List evidences for the role of ROS at β-cell level during the development of type 1 diabetes

• List major immune cells that mediate β-cell destruction and their mechanisms

• Describe role of ROS in the above-mentioned mechanisms

Introduction

Type 1 diabetes (T1D) has long been regarded as an autoimmune disease based on the
presence of circulating autoantibodies and histological evidence of islet infiltrating
immune cells. This disease occurs when self-reactive T cells infiltrate the pancre-
atic islets and destroy the insulin-producing β cells. When a threshold of β-cell mass
has been destroyed, an insulin deficiency ensues and consequently leads to hyper-
glycemia. T1D was referred to as juvenile diabetes because when compared to type
2 diabetes (a disease usually caused by insulin resistance rather than insulin defi-
ciency, and mainly affecting the adult population), the majority of T1D occurs in
children and young adults. According to the “National Statistics Diabetes Report,
2014” published by the United States Centers for Disease Control and Prevention,
during 2008–2009 an estimated 18,436 people younger than 20 years in the United
States were diagnosed with T1D annually. Currently, there is no cure for T1D. Indi-
viduals with T1D require exogenous insulin by injection or infusion in order to main-
tain normal blood glucose levels. The administration of insulin does not prevent the
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long-term complications of T1D. These associated pathologies include damage to the
heart, blood vessels, eyes, and kidneys. Insulin injections can also bring the risk of
the life-threatening side-effect hypoglycemia.

Free radicals are a double-edged sword in the development of T1D. On the one
hand, free radicals are thought to be important messengers in signal transduction for
cells to carry out normal function. On the other hand, free radicals participate in the
destruction of β cells by the autoreactive immune system as well as in the damaging
effects of hyperglycemia. This chapter reviews the role of free radicals during the
pathogenesis of T1D, both in the immune system and on the target β cells.

Role of 𝛃-cell oxidative stress in T1D

The islets of Langerhans are cell clusters scattered throughout the pancreas. Islets
contain four major cell types: α, β, δ, and PP cells. Among these, β cells secrete insulin
upon stimulation by glucose or other secretagogues.1 Insulin maintains normal blood
glucose levels through regulating the balance of glucose uptake and gluconeogenesis.
Insulin is first synthesized by β cells as a single-chain polypeptide called preproinsulin,
Preproinsulin then experiences a series of processing reactions including cleavage of a
signal sequence formation of three disulfide bonds to form proinsulin, the precursor
of insulin, which is then converted to insulin and c-peptide by further cleavage.2,3

Oxidative folding of the (pre)proinsulin chain allows proper formation of the three
disulfide bonds that are critical for insulin function.4 This process is catalyzed by oxi-
doreductases with hydrogen peroxide as a by-product.

Reactive oxygen species (ROS) contribute to β-cell dysfunction during the devel-
opment of diabetes.5 Although ROS-mediated β-cell dysfunction is majorly proposed
as a mechanism for type 2 diabetes, during the development of T1D pancreatic islets
are in an environment of enriched ROS produced by invading inflammatory cells
that causes β-cell dysfunction and decreased insulin secretion.6 ROS also participate
in β-cell death during T1D development.

Autoimmune β-cell destruction is a fundamental feature in the pathogenesis of
T1D. β cells are considered to be particularly vulnerable to oxidative damage com-
pared to other tissues as a result of lower antioxidant defenses.7,8 This exquisite
sensitivity has been proposed to play a role in the pathogenesis of T1D.8–14 The par-
ticipation of ROS in T1D pathogenesis is also suggested by clinical studies, showing
that T1D patients and antibody-positive, at-risk individuals bare an increase in oxida-
tive stress compared to healthy controls or their first-degree relatives.15,16 Production
of ROS and downregulation of antioxidant defenses characterized by a decrease in
reduced glutathione (GSH) and a progressive decline in the transcripts for catalase
(CAS), superoxide dismutase (SOD), and thioredoxin (TRX) have been observed in
apoptotic processes.17–19 ROS is a mediator of β-cell death through apoptosis.20,21

Genetics of 𝛃 cell sensitivity and resistance to ROS

A preponderance of evidence suggesting that ROS participate β-cell death during
T1D development has come from studies using mouse models. The nonobese diabetic
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(NOD) mouse strain is widely used in the study of T1D due to many similarities
between spontaneous T1D in these mice and the human disease.22 The NOD strain
was first developed and inbred in Japan as a model of spontaneous T1D.23 A closely
related strain, alloxan-induced diabetes-resistant (ALR), was selected for resistance
to alloxan-induced free radical-mediated diabetes.24 Alloxan is a chemical that selec-
tively destroys pancreatic β cells after uptake by the GLUT-2 glucose transporter.25,26

Once inside of β cells, alloxan undergoes redox cycling and releases ROS to induce
β-cell damage.27,28 ALR mice are not only resistant to alloxan-induced diabetes but
also resistant to autoimmune T1D. In addition, islets of these mice are resistant to
death and destruction when exposed to inflammatory cytokines or diabetogenic
T cells in vitro.10 This resistance results in part from a constitutive upregulation of
antioxidative capability in the ALR mice.29 Genetic studies using NOD and ALR
revealed loci associated with resistance/susceptibility to T1D in both nuclear and
mitochondrial genomes.30,31 A novel single-nucleotide polymorphism (SNP) in the
mitochondrially encoded NADH dehydrogenase subunit 2 (mt-Nd2) distinguished
the ALR mitochondrial genome from NOD and other related or commonly used
strains.32 Functional studies have revealed that the protective mt-Nd2a allele is asso-
ciated with lower mitochondrial ROS production under both basal and stimulated
conditions.33,34 Further investigation using mouse β-cell lines has confirmed that the
mt-Nd2a allele protects β cells against immune- and free radical-mediated attack.35 In
vivo evidence also supports the role of mt-Nd2a in the protection against T1D at β-cell
level through antioxidative defense mechanisms.36

A corresponding mitochondrial SNP exists in the human mt-ND2 gene. This SNP,
a nucleotide transversion from C to A, results in the same leucine to methionine
substitution in the NADH dehydrogenase subunit-2 protein. The human ND2a allo-
type has been associated with protection against a series of oxidative stress-related
human diseases and physiological conditions, and it is associated with longevity,37

lower plasma lipid levels,38 reduced prevalence of myocardial infarction,39 as well as
protection against both type 1 and type 2 diabetes.40,41 Our group has thoroughly
studied the role of this human SNP within β cells under autoimmune attack. Using
the cytoplasmic hybrid cell fusion technic (cybrid),42 a human β-cell line BetaLox 5
was manipulated to harbor either mt-ND2a or mt-ND2c allele.43 Cells with the pro-
tective mt-ND2a allele resist inflammatory cytokines, death receptor stimulation, and
diabetogenic T cells. This resistance is related with blunted mitochondrial ROS pro-
duction and decreased autoimmune-induced apoptosis.43

ROS and autoimmunity in T1D

The immune system is the “defense department” of the body and serves to fight
against invading foreign bodies, such as bacteria and viruses. Under certain abnor-
mal conditions, the immune system can be engaged in misguided attacks on
self-tissues. This phenomenon called “autoimmunity” results in clinically significant
pathologies.44–50 T1D is such an autoimmune disease wherein T cells mediate the
destruction of insulin-producing β cells. Studies on pancreas from T1D patients51

and NOD mice52 suggest that the main player in T1D is the T cell. The finding that
NOD mice deficient in CD8+ T cells do not develop autoimmunity,53–55 and that
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CD8+ T cells are a major component within the insulitic lesion in humans with
T1D, suggesting an essential role of CD8+ T cells in the pathogenesis of T1D. Yet
CD8+ T cells need the existence of CD4+ T cells to enter pancreas, indicating that
both major subsets of T cells are essential for the development of T1D. Participation
of these T cells in T1D is also supported by the fact that both CD8+ and CD4+

autoreactive T cells were isolated from islets of diabetic NOD mice.56–58 While CD8+

T cells conduct killing of β cells through the release of perforin and granzyme B
or via the FAS-L/FAS pathway59, CD4+ T cells, in addition to helping CD8+ T cells
to enter the pancreas, and also destroy β cells by releasing inflammatory cytokines
and recruiting and activating macrophages to the islets.60 Evidence from the NOD
mouse model indicates that production of oxygen free radicals by macrophages can
damage islet β cells, directly resulting in autoimmune type 1 diabetes in NOD mice.9

Tse et al. reported that modulating redox balance led to decreased antigen-specific
T-cell proliferation and IFN-γ synthesis by diminishing ROS production in the
antigen-presenting cells. This further lead to reduced TNF-α levels produced by
CD4+ T cells and impaired effector function.61 Ablation of ROS through the use of
a SOD mimetic also inhibits CD8+ T-cell proliferation, proinflammatory cytokine
production, as well as functional suppression of both perforin and granzyme B
production.62 Direct evidence comes from a study showing that treatment of NOD
mice with a SOD mimetic prevented the adoptive transfer of T1D by diabetogenic
CD4+ T-cell clone through blunting cytokine production and T-cell proliferation.63

Thus, ROS could have a fundamental role in modulating immune systems in the
T1D pathogenesis.

NADPH oxidase and T1D

Phagocyte NADPH oxidase (NOX2) is expressed in a wide variety of tissue/cell types
and is well known as the free radical source of the “respiratory burst” by neutrophils
and macrophages that is used to kill phagocytized pathogens. NOX2 is also critical for
the production of ROS as biological messengers that participate in signal transduction
within lymphocytes.64,65 Although there are multiple reports supporting NOX2 as
an immune suppressor in rheumatoid arthritis and experimental autoimmune
encephalomyelitis (EAE), this enzyme supports the pathology of T1D.66,67 To study
the role of NOX2-derived ROS in T1D, we developed NOX2-deficient NOD mice,
NOD-Ncf1m1J.67 These mice harbor a functionally inactive p47phox (neutrophil
cytosolic factor 1) subunit. NOD-Ncf1m1J mice have a reduced and delayed onset of
T1D, and invasive leukocytic infiltrates are also rare in the islets of NOD-Ncf1m1J.
Such diabetes protection does not arise from better resistance of β cells to cytotoxic
T cells (CTLs) nor from the combinations of proinflammatory cytokines, but instead
from altered immune activation. Using adoptive transfer systems, pre-diabetic T cells
from NOD-Ncf1m1J or NOD were injected into immune compromised NOD-Scidmice.
In the recipient mice, diabetes onset was significantly delayed in hosts receiving
T cells with a deficiency in p47phox.66 We originally speculated that altered CD4+

T-helper cell differentiation contributed to this protection as naïve CD4+ T cells
from NOD-Ncf1m1J exhibited significant ablation of IFN-γ production and increased
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IL-17 secretion.67 As Th1 responses play the dominant pathogenic role in T1D, such
skewing away from Th1 in NOD-Ncf1m1J CD4+ T cells may have resulted in an altered
cytokine milieu in the draining lymph node and pancreatic islets.68,69 However,
in our follow-up study, we identified that deficient function of CTL protects the
NOD-Ncf1m1J mice from developing T1D.66 We found that the lack in NOX2 activity
results in a reduction in CTL pathogenicity. NOX2 deficiency or inhibition divested
the CTL of lytic activity by suppressing the master transcriptional factor T-bet, which
compromised the production of granzyme B, IFN-γ, and TNF-α. NOX2 promotes
T-bet expression by enhancing the redox-sensitive mTORc1 pathway upon TCR
activation.70 Since the CTL performs as the major effector cells in T1D, ablation of
CTL effector will have a significant impact upon T1D development.

In addition, ROS also promote T1D development in macrophages. Self-reactive
BDC2.5 CD4+ T cell clones fail to transfer diabetes in NOD-Ncf1m1J mice.66 This failure
of disease transfer highlights the indispensable role of NOX2 in host-derived effector
cells, namely macrophages, during CD4+ T cell-mediated β-cell killing.71 Similarly,
bone marrow-derived macrophages from NOD-Ncf1m1J mice are less capable of pro-
ducing the proinflammatory cytokines IL-1β and TNF-α after stimulation with LPS.67

NOX2 has also been proposed to be critical to dendritic cell-mediated diabetogenic
CD8+ T cell priming through cross-presentation. Cross-presentation is the process
by which dendritic cells present exogenous antigens on MHC class I molecules for
recognition by CD8+ T cells.72 This process is required for naïve CD8+ CTL to recognize
and be activated by non-self antigens. With the presence of specific T-helper cells,
dendritic cells will cross-prime CTL to initiate efficient cytotoxic responses.73–75

Cross-priming is required for the spontaneous onset of T1D in NOD mice.76 It has
been proposed that NOX2 facilitates dendritic cell cross-presentation by adjusting the
antigen degradation rate. In dendritic cell cross–presentation, exogenous protein is
transported out of the phagosome and into cytosol. These full-length peptides are
then further processed and loaded into MHC Class I molecules; thus, the relative
integrity of antigen is required for efficient cross-membrane transportation.77 During
this process, NADPH oxidase is recruited to the phagosome and produces ROS to
neutralize protons, which results in a sustained phagosomal pH and suppression of
acidophilic proteolytic enzymes78. In NOX2-deficient mice or chronic granulomatous
disease (CGD) patients, dendritic cells showmuch faster phagosomal acidification and
significant deficiency in CD8+ T-cell activation. Thus, it would be a plausible hypoth-
esis that the insufficient CTL priming in CGD mice, or patients, delays or prevents
onset of CTL-mediated autoimmune disease such as T1D.

Conclusions

During the pathogenesis of T1D, autoimmune T cells mediate destruction of pancre-
atic insulin-producing β cells, resulting in insulin deficiency and hyperglycemia. Upon
activation, CD8+ T cells conduct killing by releasing granzyme B and perforin, as well
as through death receptor pathways. ROS are indispensable for initiation of this pro-
cess by antigen cross-presentation for CD8+ T-cell priming. For CD4+ T cells, which
perform β-cell killing by releasing cytokines, ROS facilitate cell proliferation and
cytokine release. At the β-cell level, ROS participate in signaling of cell death induced
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Figure 19.1 ROS participate in multiple stages during T1D development. (1) ROS directly

induce β-cell dysfunction; (2) ROS facilitate programmed β-cell death; (3) ROS produced by

macrophage directly induce β-cell destruction. (4) ROS promote CD4+ T-cell proliferation and

secretion of inflammatory cytokines, which further induce β-cell damage. (5) During CD8+

T-cell activation, ROS participate in antigen cross-presentation from dendritic cells to CD8+

T cells. (6) CD8+ T cells destroy β cells through perforin, granzyme, and FasL–Fas pathways.

ROS facilitate β-cell damage in all these pathways. (See color plate section for the color

representation of this figure.)

by the abovemechanisms, and also directly cause β-cell dysfunction and consequently
reduce insulin secretion. Therefore, ROS play multiple roles during the development
of T1D. Figure 19.1 concluded the role of ROS during the pathogenesis of T1D.

Multiple choice questions

1 Type 1 diabetes only occurs in children.

a. True

b. False

2 During the development of type 1 diabetes, ROS: (Choose all that apply)

a. Induces β-cell dysfunction
b. Contributes to β-cell destruction
c. Promotes cytokine production from CD4+ T cells

d. Signals CD8+ T-cell activation

3 Which of the following statement(s) is/are true? (Choose all that apply)

a. Patients with type 1 diabetes need exogenous insulin replacement to maintain normal

blood glucose

b. Insulin treatment cures type 1 diabetes

c. There is no genetic evidence showing ROS participate in type 1 diabetes pathogenesis
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THEMATIC SUMMARY BOX

At the end of this chapter, students should be able to:

• Define and recognize the metabolic syndrome

• Relate insulin resistance to the pathologies of the metabolic syndrome

• Explain how hyperinsulinism causes component disorders of the metabolic syndrome

• Clarify how relative insulinopenia causes component disorders of the metabolic
syndrome

• Inter-relate (1) decreased insulin action and hyperglycemia, and (2) the development of
a prooxidant state

Introduction

The metabolic syndrome is a group of reproducible, recognizable characteristics that
relate central obesity and insulin resistance to increased cardiovascular risk as well
as to other problems. The National Institutes of Health states that (the metabolic
syndrome is) “… the name for a group of risk factors linked to overweight and
obesity that increase the patient’s chance for heart disease and other health problems
such as diabetes and stroke.”1 Other terms applied to the metabolic syndrome include
the insulin resistance syndrome, syndrome X, the diabesity syndrome, morbesity
syndrome, the cardiometabolic syndrome, and the dysmetabolic syndrome X (which
is assigned the ICD-9 code 277.7). In addition to heart disease, adults with the
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metabolic syndrome are at risk for stroke and peripheral vascular disease. Obesity
also predisposes to a variety of cancers.2,3

A wide variety of definitions for the metabolic syndrome exist among the World
Health Organization (WHO), The European Group for the Study of Insulin Resis-
tance (EGIR), the National Cholesterol Education Program (NCEP), the International
Diabetes Federation (IDF), the National Heart, Lung and Blood Institute (NHLBI),
and American Association for Clinical Endocrinologists (AACE). However, all of these
organizations identify four common characteristics of themetabolic syndrome in their
definitions: (i) elevated plasma glucose, (ii) hypertriglyceridemia, (iii) low levels of
high-density lipoprotein (HDL), and (iv) hypertension.

While predominantly considered a disease of adults (with ∼25% of adult
Americans diagnosed with the metabolic syndrome), insulin resistance can begin
in childhood and produce the full spectrum of the disease, with increased arterial
stiffness, impaired endothelial function, and abnormal brachial artery reactivity.4,5

All of these latter factors are risk factors for the development of cardiovascular
disease in adults.

Although myocardial infarction due to the metabolic syndrome has not been
reported in childhood, the pediatric origins of atherosclerotic cardiovascular disease
(ASCVD) have been identified in several large longitudinal studies.6–8

It is estimated that ∼6–39% of overweight or obese adolescents suffer from the
metabolic syndrome.9 In the authors’ experience in a university-based pediatric
endocrinology clinic, obese children (some even less than 10 years of age) can be
affected with type 2 diabetes, hypertriglyceridemia, hypoalphalipoproteinemia (e.g.,
low HDL), hypertension, elevated uric acid, acanthosis nigricans, and, in adolescent
girls, polycystic ovarian syndrome (PCOS). In short, the metabolic syndrome is just
as much a pediatric disease as it is a disease of adults.

The biology of insulin resistance

To understand insulin resistance, we must understand insulin action. Insulin action is
the product of the absolute insulin concentration in the interstitium (e.g., the insulin
available for binding to the insulin receptors) multiplied by the responsiveness of the
tissues to insulin (specifically the liver, adipose tissue, and skeletal muscle insulin
sensitivity). Insulin sensitivity is a consequence of the insulin receptor binding of
insulin and the generation of the postreceptor signals that involve multiple pathways
that include, for example, insulin-receptor substrate 1 (IRS1) and insulin-receptor
substrate 2 (IRS2). Plasma insulin concentrations serve as a proxy for interstitial
insulin concentrations because interstitial insulin concentrations cannot ordinarily be
measured.

Type 1 diabetes results from absolute insulinopenia, whereas type 2 diabetes
results from insulin resistance and relative insulinopenia. Relative insulinopenia
means that the absolute insulin concentration may be elevated yet the insulin con-
centrations are inadequate to compensate for the degree of tissue insulin resistance.
Most cases of type 2 diabetes develop because of insulin resistance and an inability
of the β cells to maintain adequate insulin action. The predecessor of many cases of
type 2 diabetes is the metabolic syndrome.
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Centripetal obesity

Dysglycemia

Dyslipidemia

Hyperuricemia

NAFL/NASH

ASCVD

Gout

Acanthosis nigricans
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Stroke

Gangrene

Peripheral vascular
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Figure 20.1 Common characteristics of the metabolic syndrome include centripetal obesity,

dysglycemia, dyslipidemia, and hyperuricemia (detectable in the patient’s plasma),

hypertension, liver disease [non-alcoholic fatty liver (NAFL) or non-alcoholic steatohepatitis

(NASH)], gout [manifested as pain in the great toe (podagra)], acanthosis nigricans and

atherosclerotic cardiovascular disease (ASCVD), stroke, and peripheral vascular disease that

can predispose to gangrene.

Central obesity is a common characteristic of the metabolic syndrome
(Figure 20.1). Central obesity is diagnosed clinically by the measurement of
increased abdominal circumference and an increased waist-to-hip ratio (WHR).
A 2007 study in adults found a significant relationship between increasing waist
circumference (WC) and WHR and the risk for cardiovascular disease.10 While fat
is increased both subcutaneously and intra-abdominally, the intra-abdominal fat
is most closely correlated with the development of insulin resistance. This may be
the result of the delivery of high concentrations of free fatty acids (FFAs) from the
omentum to the liver via the portal vein. According to the Randle hypothesis, the
body burns FFAs preferably over carbohydrate.11 FFAs supply more energy per unit
weight than carbohydrate. Recent studies demonstrate that diacyl glycerol (DAG)
produced from the uptake of FFA’s induces insulin resistance by altering the second
messenger signaling of the insulin–insulin receptor complex (Figure 20.2).12

The consequences of insulin resistance result from (i) the direct consequences
of hyperinsulinism (as an attempted physiologic compensation for insulin resis-
tance) or (ii) inadequate insulinization (e.g., decreased insulin action) despite
hyperinsulinism.

The consequences of hyperinsulinism

The direct adverse consequences of hyperinsulinism include atherogenesis, hyper-
tension, increased plasminogen activator inhibitor-1 (PAI-1) concentrations (which
increases coagulability and risk of clotting), hyperuricemia, hyperandrogenism,
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Insulin

Insulin receptor

Second messengers

Metabolism is modified

GLUT4

Glucose uptake

Figure 20.2 Insulin binds to the insulin receptor to initiate signaling. Second messengers cause

alternations in metabolism (e.g., increased glycolysis and glycogen synthesis and suppressed

gluconeogenesis) and the movement of the insulin-responsive glucose transporter (GLUT4)

from the cytoplasmic pool to the plasma membrane facilitating glucose uptake into the skeletal

muscle and adipose tissue.

and acanthosis nigricans. Furthermore, hypertension, increased PAI-1 concentra-
tions, hyperuricemia, and hyperandrogenism contribute to the development of
atherosclerosis.

There are many epidemiologic studies that demonstrate strong associations
between elevated insulin levels and increased risks of atherosclerosis. Nevertheless,
there is controversy as to whether insulin itself is atherogenic (e.g., insulin is a
potent growth factor) or whether elevated insulin levels mark the insulin-resistant
state without being intrinsically pathogenic.13 There are at least four mecha-
nisms whereby hyperinsulinism causes hypertension: hyperinsulinism (i) causes
sodium retention (and water follows sodium to expand circulating blood volume),
(ii) increases sympathetic tone causing vasoconstriction increasing peripheral vas-
cular resistance, (iii) causes vascular hypertrophy (possibly by acting as a growth
factor) that leads to vasoconstriction and increased peripheral vascular resistance, and
(iv) increases the activity of the Na+/K+ ATPase pump, again causing vasoconstriction
and increased peripheral vascular resistance.

Although it had been thought that adipose tissue was metabolically inactive,
indeed adipose tissue produces a range of products from cytokines [including proin-
flammatory IL-1, IL-6, and tumor necrosis factor-α (TNF-α)], anti-inflammatory
adiponectin (known specifically as a type of “adipokine”), and procoagulants.14

Visceral obesity is associated with high concentrations of the inflammatory cytokines
and low concentrations of adiponectin. Increased production of PAI-1 by adipose
tissue in cases of the metabolic syndrome contributes to a prothrombotic state.
Inflammation and rupture of the shoulder region of the atheromatous plaque (the
region near to the vessel wall) with the release of the prothrombotic core of the
plaque is the mechanism underlying acute coronary artery obstruction causing
myocardial infarction and acute cerebral arterial obstruction (causing ∼70–80% of
strokes).15
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Usually, tissue plasminogen activator (tPA) is released by injured tissue. tPA acti-
vates plasminogen to plasmin. In turn, plasmin degrades fibrin. However, high levels
of PAI-1 inhibit plasmin favoring a persistence of fibrin and delayed clearance of
thrombi. Because the metabolic syndrome is an inflammatory state, we will review
how higher levels of fibrinogen and factor VIII also contribute to a propensity for
thrombosis.

Hyperuricemia causes gout, which is a classic (and rather ancient) finding in the
metabolic syndrome. As noted earlier, hyperinsulinism leads to sodium hyperabsorp-
tion by the kidney tubules.16 Because uric acid and sodium reabsorption are linked,
hyperinsulinism also causes increased uric acid reabsorption. Various studies suggest
that the atherogenic effect of hyperuricemia is mediated by disturbed endothelial
function.17 Children with the metabolic syndrome have higher uric acid levels than
children without the metabolic syndrome.18

Hyperandrogenism may be clinically evident during the physical examination of
women with the metabolic syndrome. Hyperinsulinism suppresses follicular stimu-
lating hormone (FSH) and stimulates luteinizing hormone (LH). Increased LH, which
stimulates testosterone production by the theca cells of the ovary, and the direct
effects of hyperinsulinism on the ovary lead to elevated ovarian androgen production.
Hyperinsulinism reduces sex hormone-binding globulin (SHBG) levels. The combi-
nation of increased androgen levels and reduced SHBG levels produces an elevation
in free androgen levels causing clinical hyperandrogenism. SHBG levels are reduced
in children with the metabolic syndrome.19

Elevated androgens are atherogenic causing hypercoagulability, increased LDL-C
levels, reduced HDL-C levels, and elevated blood pressure. Furthermore, womenwith
the metabolic syndrome are frequently affected with the PCOS manifested by hir-
sutism, irregular menses, amenorrhea, and infertility.

Through the direct effect of hyperinsulinism on melanocytes, hyperpigmentation
can occur in areas of the body where skin abrades on skin, such as the neck, axilla,
groin, and breasts in women. In severe cases, the hyperpigmentation can be found
on the face and cheeks in addition to the neck. The diagnostic term that describes
such hyperpigmentation accompanied by a velvety change in the skin and skin tags
is acanthosis nigricans.

The consequences of inadequate insulinization

The consequences of inadequate insulinization focus on the development of dys-
glycemia and dyslipidemia. Decreased insulin action disinhibits hormone-sensitive
lipase (HSL) in adipose tissue permitting the breakdown of adipose tissue triglyceride
into free fatty acids. These free fatty acids travel to the liver (bound to albumin) to be
off-loaded to the hepatocytes (Figure 20.3). Within the hepatocytes, increased deliv-
ery of free fatty acids stimulates triglyceride synthesis. These hepatic triglycerides are
incorporated into very low-density lipoprotein (VLDL). This produces hypertrigly-
ceridemia in the plasma. Because of a subsequent disruption in very low-density
lipoprotein–high-density lipoprotein (VLDL–HDL) biology, HDL levels decline.
Furthermore, although LDL cholesterol levels may not rise, there are an increased
number of apolipoprotein B (apo B) particles that raise LDL density and LDL molar
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Fatty acids

Liver

Omentum and adipose tissue

IL-1, IL-6, TNF-α and resistin

Adiponectin

Portal vein

Figure 20.3 This figure illustrates the delivery of free fatty acids (FFAs) from the omentum to

the liver via the portal circulation. The omentum and adipose tissue secrete IL-1, IL-6, TNF-α,
and resistin, whereas adiponectin secretion is deficient.

concentrations in the plasma. Such “dense” LDL particles are highly atherogenic.
Also atherogenic is the low HDL concentration, elevation in total apo B and
hypertriglyceridemia.

Another mechanism of hypertriglyceridemia is the decreased activity of lipopro-
tein lipase (LPL), which is dependent on insulin for normal levels of activity. LPL is
produced by adipose tissue and skeletal muscle. LPL then becomes attached to the
luminal side the endothelium. When chylomicrons or VLDL bind to LPL via apo CII,
LPL cleaves triglycerides in the chylomicrons and VLDL. The resulting free fatty acids
and monoglycerides are then taken up by the adipose tissue and skeletal muscle. In
the absence of normal levels of insulin action, clearance of chylomicrons and VLDL
is impaired leading to hypertriglyceridemia.

Inflammation and the liver: prooxidant hepatocellular
damage

The excess deposition of fatty acids in the liver during their transit through the liver
causes hepatic steatosis. Such steatosis causes nonalcoholic fatty liver (NAFL). If there
is continued steatosis, inflammation can result because of the prooxidant state pro-
duced by the high levels of hepatic fatty acids that trigger steatohepatitis. Cirrhosis can
progress to frank liver failure and/or hepatocellular carcinoma. Steatosis is observed
in obese children as well as in adults.20

Inadequate insulinization ultimately and commonly causes type 2 diabetes,
which is generally a later development in the natural history of the untreated
metabolic syndrome. For many reasons, obesity causes insulin resistance. The factors
that contribute to the insulin resistance state include the following: (i) an abundance
of plasma free fatty acids traveling particularly from the omentum to the liver via the
portal system fostering insulin resistance (with decreased glycolysis and increased
β-oxidation), (ii) deficient adipose production of insulin-sensitizing adipokines such
as adiponectin and an excess of adipokines, producing insulin resistance such as
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resistin; (iii) relative excess of cortisol (possibly from increased expression of adipose
tissue 11-β hydroxysteroid dehydrogenase type I that converts cortisone to cortisol);
(iv) the ectopic deposition of fat in the liver, skeletal muscle, and the β cells, and
(v) locally produced TNF-α from fatty infiltration of skeletal muscle that impairs
skeletal muscle’s response to insulin. The cellular infiltration of fat is accomplished
by macrophages that actively produce inflammatory cytokines that contribute to
necroinflammation (the combination of necrosis and inflammation).

Insulin resistance initially causes a slight initial rise in blood glucose. To maintain
normoglycemia, this is immediately countered by a rise in the secretion of insulin
by the β cells, therefore, returning the glucose to normal without the development
of any detectable hyperglycemia. With continued and increasing degrees of insulin
resistance, insulin secretion must continue to increase to maintain glycemic home-
ostasis. When the β cell is no longer able to produce the quantities of insulin needed
to counter the insulin resistance, relative insulinopenia supervenes leading to dys-
glycemia. Such relative β-cell failure may result from exhaustion, β-cell infiltration
by fat, and oxidant damage or a genetic limitation in insulin secretory capacity.

In adults, the first evidence of dysglycemia is impaired glucose tolerance [e.g., a 2 h
glucose level on oral glucose tolerance testing (OGTT) of 140–199mg/dl]. Impaired
fasting glucose (e.g., a fasting plasma glucose of 100–125mg/dl) can then follow in
adults. In obese children, impaired fasting glucose is more frequent than impaired
glucose tolerance. In adults, the progression of such prediabetic states to frank dia-
betes is first evident in a 2-h glucose on OGTT of ≥200mg/dl followed temporally
by a rise in fasting plasma glucose to 126mg/dl or greater. The last glycemic index
to become abnormal in adults is hemoglobin A1c (e.g., ≥6.5%). On the other hand,
some children with type 2 diabetes have an abnormal oral glucose tolerance test and
normal hemoglobin A1c, whereas other children with type 2 diabetes have an abnor-
mal hemoglobin A1c and a normal oral glucose tolerance test.

Hyperglycemia (e.g., a 2-h OGTT glucose ≥200mg/dl; fasting plasma glucose
≥126mg/dl; or hemoglobin A1c ≥6.5%) in an asymptomatic patient must be
confirmed on a second day to diagnose diabetes mellitus. Any combination of
such abnormal tests can be used. In a symptomatic patient, a single recognition
of hyperglycemia establishes the diagnosis of diabetes mellitus such as diabetic
ketoacidosis (DKA), hyperglycemic, hyperosmolar coma (HHC), an elevated fasting
plasma glucose, or 2-h OGTT plasma glucose.

Diabetes and reactive oxygen species

The consequence of decreased insulin action and hyperglycemia establishes a
highly prooxidant state in the patient that can foster inflammatory disorders such
as atherosclerosis and nonalcoholic steatohepatitis (NASH) as a consequence of
free radical damage. Inflammation plays a major role in atherogenesis. As noted
earlier, the region of the atherosclerotic plaque that is most likely to fracture and
release the plaque’s thrombogenic core is the shoulder region. The shoulder is
near the junction of the arterial wall and the cap of the plaque. In the shoulder
region are a large number of inflammatory cells such as macrophages and lym-
phocytes. With increased inflammation, activation of these cells, particularly the
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macrophages, leads to the secretion of matrix metalloproteinases (MMPs) that
weaken the cap. This encourages fracture of the cap at the shoulder region. Fracture
of the cap and exposure of plasma to the plaque’s core trigger thrombosis. With
a sufficient degree of acute ischemia, downstream infarction ensues. In the heart,
this is manifested as myocardial infarction. In the central nervous system, this is
manifested as ischemic stroke. In the lower extremities, ischemia contributes to
the development of peripheral vascular disease whose most severe manifestation is
gangrene.

A novel paradigm is the insulin–glucose–inflammation model: as glucose rises
and/or insulin’s action declines, inflammation is triggered. Increased glucose levels
increase proinflammatory transcription factors [e.g., nuclear factor-kappa B (NF-κB),
AP-1 (activator protein-1), I kappa B kinase-alpha and IKK B]; the expression of
the NADPH oxidase subunit p47phox; interleukins IL-1 and IL-6; TNF-α; adhesion
molecules ICAM-1 and E-selectins; MMP; and reactive oxidation species with the oxi-
dation of nucleic acids, protein, carbohydrates, and lipids.21–23 Furthermore increased
O2

− inactivates nitric oxide (NO), which is a potent and vital vasodilator that is crit-
ical for the maintenance of normal tissue perfusion. Consequently, vasoconstriction
can ensue. Increased glucose also decreases cytoplasmic I kappa B, which normally
regulates NF-κB.

On the other hand, decreased glucose and increased insulin action decreases
NF-κB [with likely decreases in vascular endothelial growth factor (VGEF), TNF-α,
and IL-6], AP-1, and early growth response-1 (Egr-1). AP-1 regulates MMPs that lyse
collagen and other matrix proteins. Egr-1 regulates PAI-1 and tissue factor expression
countering their usual procoagulant effects. Decreased glucose and increased insulin
action also reduce the expression of the adhesion molecule ICAM-1, monocyte
chemotactic protein-1 (MCP-1), C-reactive protein (CRP), reactive oxygen species
(ROS), and the NADPH oxidase subunit p47phox. Finally, increased insulin action
increases cytoplasmic I kappa B to downregulate the activity of NF-κB.

Of interest, elevated levels of laboratory markers of inflammation are identified in
subjects with themetabolic syndrome. CRP is, on average, elevated in people with the
metabolic syndrome.24 In addition, ferritin, a potential marker of acute inflammation,
is also commonly increased in the metabolic syndrome.25

Conclusion

The metabolic syndrome occurs in both children and adults. There is a significant
inflammatory component to the metabolic syndrome that plays a major role in
the pathogenesis of arteriosclerotic cardiovascular disease and steatohepatitis.26

Decreased insulin action and hyperglycemia contribute to this proinflammatory
state.

The prevention of obesity is the best public health approach to the prevention of
the metabolic syndrome. Weight loss and physical fitness improve insulin sensitivity.
For children and adults with obesity, achieving a reduced body weight and increasing
physical activity are of benefit in preventing and, lacking prevention, treating the
metabolic syndrome.
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Multiple choice questions

1 A married woman of reproductive age with irregular menstrual periods has had unprotected

sex with her husband for more than 1 year without becoming pregnant. Her body mass index

is elevated as is her blood pressure and fasting plasma glucose. What therapy is most likely to

benefit all of her medical problems?

a. An anti-inflammatory medication

b. Weight loss

c. Insulin

d. Vegetarian diet

e. Atkins (high-fat) diet

2 What is the adverse effect of the metabolic syndrome on the liver?

a. Steatosis

b. Inflammation.

c. Both a and b

d. Neither a nor b.

3 An obese 55-year-old, hypertensive, diabetic man develops severe, acute pain in his right

large toe. What is the most likely cause of the toe pain?

a. Trauma

b. Peripheral vascular disease

c. Neuropathy

d. Type 2 diabetes

e. Gout

4 A woman brings her obese, hypertensive 10-year-old son to the physician complaining that

“she can’t get her son’s neck clean” despite extensive washing. What is the most likely expla-

nation for this complaint?

a. Acanthosis nigricans

b. Acne

c. Staphylococcal skin infection

d. Tattoos were applied

e. Melanoma
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THEMATIC SUMMARY BOX

At the end of this chapter, students should be able to:

• Describe the main features of pancreatitis

• Outline the pathogenesis of acute and chronic pancreatitis

• Analyze the contribution of oxidative stress

• Discuss antioxidant therapy of chronic pancreatitis

Summary

Chronic pancreatitis (CP) is a multifactorial and multistep disease. Apart from male
gender and early onset of disease, there are many other documented modifiable risk
factors of CP. The pathobiological mechanisms underlying the phenotypic expression
of CP are complex. Hereditary factors and mutations in some genes have been found
to be associated with the initiation or severity of the disease in CP patients. However,
the exact mechanisms of pathogenesis of pancreatitis are still not clear. CP has been
shown to induce oxidative stress (OS) in the patients. In addition to the role of differ-
ent gene variants contributing to this disease, CP induced production of free radicals
in excess and generation of OS are also reported to play a critical role in onset of
the disease, its severity, and progression. It appears that OS through altered xenobi-
otic metabolism may be directly or indirectly involved in the etiology of pancreatic
disease. Consequently, the mutated alleles of genes-encoding enzymes metaboliz-
ing these substances and their metabolites may act as disease modifiers. This chapter
presents a recent account of CP-induced free radical production, alterations in the
levels of antioxidative enzymes, and possible remedies via application of antioxidants
(both in single and in different combinations) for effective therapy of the disease.

Oxidative Stress and Antioxidant Protection: The Science of Free Radical Biology and Disease, First Edition.
Edited by Donald Armstrong and Robert D. Stratton.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.

339



�

� �

�

340 Chapter 21

Introduction

Reactive species include reactive oxygen species (ROS), reactive nitrogen species
(RNS), and other carbon-centered molecules that are unstable chemicals generated
in biological systems under normal physiological as well as pathophysiological
conditions. When a reactive molecule contains one or more unpaired electrons,
the molecule is termed as free radical. These potentially harmful free radicals
are scavenged by antioxidants. Many of these antioxidants are either essential
nutrients or enzymes that maintain the critical balance between generation and
destruction of free radicals.1 Deficiencies of antioxidants as observed in patients
with both temperate and tropical pancreatitis led to the hypothesis that pan-
creatitis was caused by OS, defined as a state of potential tissue injury due to
imbalance between injurious free radicals and protective antioxidants.2 OS may
be important in the pathogenesis of ethanol-induced pancreatic injury, but radia-
tion, exposure to cigarette smoke, medication, or trauma may also stimulate the
generation of free radicals, which subsequently may result in damage to lipids,
proteins, or nucleic acids. In this chapter, CP-induced alterations in the levels of
key players of antioxidative defense system and associated factors are described.
In addition, the role of antioxidants such as selenium, allopurinol, β-carotene,
N-acetylcysteine (NAC), and pentoxifylline as well as some phytochemicals in
amelioration of OS-mediated severity of pancreatic disease in CP patients is also
discussed.

Pancreas, chronic pancreatitis (CP), and symptoms

The pancreas, being a glandular organ, plays a significant role in the digestive sys-
tem and is responsible for secretion of pancreatic juice containing digestive enzymes,
which are responsible for the digestion and absorption of nutrients such as carbohy-
drates, proteins, and lipids in the small intestine. It is also a key component of the
endocrine system of vertebrates and produces several hormones that are primarily
involved in maintenance of glucose homeostasis in the body. In humans, it is located
in the abdominal cavity behind the stomach next to the small intestine.

The β-cells of pancreas release insulin (which causes decrease in blood glucose
level), α-cells of pancreas secrete glucagon (responsible for increase in blood glucose
level),Δ(delta)-cells secrete somatostatin (which regulate functions of α- and β-cells),
and γ(gamma)-cells secrete pancreatic polypeptide into the blood stream to perform
their desired functions in the body.

Pancreatitis is a complex disorder and is defined as an inflammation of the pan-
creas. Pancreatic inflammation occurs in two forms: acute pancreatitis (AP) and CP.
AP is generally characterized by edema and inflammatory infiltration, and, in severe
cases, by necrosis and hemorrhage.3 AP is associated with abdominal pain that radi-
ates into the back, swollen, and tender abdomen, fever, increased rate of heart beat,
nausea and vomiting whereas most CP is associated with pancreatic-head enlarge-
ment, parenchymal calcification, cholecystitis, pancreatic stones, fibrosis, and pan-
creatic exocrine and endocrine dysfunction.
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Long-lasting inflammation of the pancreas is called CP. The symptoms of CP are
similar to that of AP. In addition, weight loss may occur due to poor absorption of food
as enzymes from pancreas are not released properly to digest the food. CP patients
may be predisposed to diabetes if insulin-producing β-cells of pancreas are damaged.
The main causes of occurrence of CP include gallstones, heavy consumption of alco-
hol, smoking, infections, trauma, metabolic disorders, surgery, and even genetics. CP
occurring due to injury may trigger excessive production of free radicals in the aci-
nar cells of pancreas causing oxidation of polyunsaturated fatty acids (PUFAs) and
proteins constituting the cellular membrane of pancreas.

CP-induced production of oxidative stress

CP is known to generate free radicals and to produce oxidative stress in patients. The
OS is caused by an imbalance between the production of free radical species (FRS) and
antioxidant defense system of an organism. This defense system is the ability of any
biological system to readily detoxify or neutralize the reactive oxygen intermediates
or easily repair the resulting damage. One source of reactive oxygen under normal
conditions in humans is the leakage of activated oxygen (superoxide) from mito-
chondria during oxidative phosphorylation. However, Escherichia coli mutants that
lack an active electron transport chain produce as much hydrogen peroxide (H2O2)
as wild-type cells, indicating that other enzymes contribute to the bulk of oxidants
in these organisms. One possibility is that multiple redox-active flavoproteins con-
tribute a small portion to the overall production of oxidants under normal conditions.
Other enzymes capable of producing superoxide anions are xanthine oxidase, nicoti-
namide adenine dinucleotide phosphate (NADPH) oxidases, and cytochromes P450.
H2O2, one of the sources of ROS, is produced by a wide variety of enzymes includ-
ing several oxidases. ROS play important roles in cell signaling, a process termed as
redox-sensitive signaling. ROS are also involved in regulation of redox-sensitive tran-
scription factors and other molecules. The defense cells of the body such as leukocytes
also produce ROS and protect humans from many invading pathogenic microorgan-
isms. In normal cases, the level of ROS is kept in balance by a potential antioxidant
defense system present in the body. The best studied cellular antioxidants are the
enzymes superoxide dismutase (SOD), catalase, and glutathione peroxidase (GPx).
Some other well-studied antioxidants include the peroxiredoxins and the recently
discovered sulfiredoxin. Other enzymes that have antioxidant properties (though this
is not their primary role) include paraoxonase, glutathione S-transferases (GST), and
aldehyde dehydrogenases (ADH).4

The OS has been recognized as a major component in the chain of pathogenic
events that cause late complications in other diseases such as diabetes mellitus.5

Several workers have opined that it may also be considered as a major contribu-
tor to vascular and neurological complications in patients with diabetes mellitus.6–12

The involvement of OS in the cytotoxicity and genotoxicity of arsenic-induced acute
pancreatitis has been reported.5,6 It could be due to generation of NO causing DNA
damage and activating poly(ADP-ribose)polymerase (PARP), amajor cause of damage
of islet cells in diabetics.4,13
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Alcoholic pancreatitis and oxidative stress

As mentioned earlier, OS is caused by a combination of increased production of ROS
and impaired antioxidant capacity. ROS consist of a group of highly reactive interme-
diary oxygenmetabolites that are generated in the course of oxygenmetabolism. ROS
have many important biological functions, such as regulation of redox-sensitive tran-
scription factors, redox-sensitive signal transduction pathways, and direct interaction
with various molecules.14–16 Alcoholic pancreatitis can be caused by various etiologi-
cal factors. However, about 80% of all cases are related to either bile stones or exces-
sive alcohol consumption. Alcohol-induced damage is, therefore, a relevant model
to study the mechanism and pathophysiology of pancreatitis. The role of Nrf2 in
preventing ethanol-induced oxidative stress and lipid accumulation has been demon-
strated byWu et al.17 Alcohol’s toxicity is mediated through the action of alcohol itself
or through its oxidative and nonoxidative metabolism.18

It is reported that during CP, the level of ROS and RNS generation is enhanced.4,6

ROS and RNS are highly unstable, and hence whenever they are in excess, they
react with cellular biomolecules (primarily unsaturated fatty acids and proteins). The
plasma membrane of any cell or the membrane of subcellular organelle such as mito-
chondria is mainly composed of PUFAs. These PUFAs are highly susceptible to attack
by ROS/RNS.

Environmental factors induction of ROS/RNS
production, pancreatic inflammation, and cellular
injuries

The PUFAs have been shown to react with ROS, particularly with hydroxyl free
radicals. The lipid peroxides thus formed cause significant disintegration of plasma
membrane and necrosis of pancreatic cells.19 The actions of ROS on mitochondrial
membrane result in considerable disruption of the mitochondrial membrane poten-
tial, leading to cytochrome c release, and subsequent mitochondrial DNA fragmenta-
tion and mitochondrial damage.

Alcohol consumption is one of the major environmental factors that significantly
influences the clinical condition of CP. Alcohol metabolism results in accumulation
of acetaldehyde, acetate, NADH, and fatty acid ethyl ester (FAEE). The oxidative or
nonoxidative metabolites of alcohol are responsible for alcohol-mediated toxicity.
Changes in cellular and mitochondrial NAD+ and NADH levels also occur. Excessive
alcohol consumption results in pancreatic damage through a number of potential
mechanisms.20 Oxidative metabolism of alcohol catalyzed by alcohol dehydrogenase
produces acetaldehyde due to the oxidation of ethanol, which is further oxidized into
acetate. The ROS produced by oxidative metabolism of alcohol have been shown
to be implicated in inhibition of secretion of pancreatic acinar cells, resulting in the
onset of a cascade of cellular events leading to the development of inflammation
and other adverse key changes in cellular functions. Another environmental factor,
cigarette smoke, is a known inducer of ROS production and acts as one of the major
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risk elements for the onset and severity of CP.18,21–23 The nonoxidative metabolism of
ethanol, primarily catalyzed by fatty acid ethyl ester synthase (FAEES), is responsible
for the production of FAEE.18,23

In addition to showing hazardous effect, the ROS/RNS have been shown to act
as second messengers in intracellular signaling. They participate in redox-regulated
signaling cascades, which involve mitogen-activated protein kinases (MAPKs) as
well as nuclear factor-kappa B (NF-κB). The redox-sensitive kinases or transcription
factors such as MAPKs, NF-κB, and activator protein-1 (AP-1) are reported to
regulate the genes, which are known to be involved in migration and adhesion
processes, such as chemotactic cytokines (chemokines) and intercellular adhesion
molecules (ICAMs).24–26 As reviewed by Robles et al., these molecules may be
associated with the damage of pancreatic exocrine cells via inflammatory reactions
and ROS production.18 They have found that ROS produced by nonpancreatic cells
can also damage the pancreatic cells by mediating an inflammatory response through
activation of NF-κB and AP-1.26,27

Application of antioxidants in amelioration
of ROS/RNS-mediated pancreatic inflammation

Establishment of redox balance is highly complicated, requiring sophisticated
regulation of scavenger bioavailability and of ROS/RNS generation. The major
cellular ROS scavenger in the pancreas is GSH (a tripeptide consisting of glutamate,
cysteine, and glycine). GSH reductase catalyzes the transfer of an electron from
NADPH to the oxidized glutathione (GSSG) molecule, to recycle back to its reduced
form, that is, GSH.28,29 GSH is also involved in phase-II metabolism (via conjugation
reactions) of some electrophilic xenobiotics, thereby helping their removal from
cells.27,29

The application of selenium, D-α-tocopherol, vitamins C and E, β-carotene, and
methionine have been shown to reduce the pain due to CP as well as increase the
activities of antioxidant enzymes such as SOD, erythrocyte catalase, urinary amylase
as well as number of CD4+ cells, ratio of CD4+ to CD8 cells, and levels of TNF-α,
IL-6, and IL-8.18,30 In a clinical trial study, the treatment of CP patients with mela-
tonin has been reported to reduce production of OS and cytokine.31 The application of
NAC in CP patients has been reported to neutralize ROS and RNS and to protect key
body organs (kidney, lungs, and liver) from OS.32,33 The roles of oxidative stress and
antioxidant therapy in chronic kidney disease and hypertension have been demon-
strated by Vaziri.33 Some antioxidants, mostly naturally occurring compounds, have
undergone trials, with some agents conferring beneficial effects in CP patients. How-
ever, there is conflicting and insufficient clinical data available to support the routine
use in humans.18,30 For example, an analysis of the effect of the application of these
antioxidants in various combinations (selenium, vitamin C, β-carotene, NAC, and
α-tocopherol; vitamin C, NAC, and Antoxyl Forte; or vitamins A, E, and C) in CP
patients has been reported to show no significant improvement in clinical health of
CP patients.18,34,35
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Phytochemicals as chemoprevention
regimen against CP

Many epidemiological studies and evidence from population studies available for over
last 10 years have demonstrated that phytochemicals present in fruits and vegetables
provide protective effects against CP. The phytochemicals such as rottlerin, ellagic
acid, embelin, lycopene, curcumin, isothiocyanates, capsaicin, green tea, and resver-
atrol have been shown to act to both attenuate the production of ROS in CP and
afford prevention of the disease.36

Conclusion

OS plays a critical role in both acute and chronic pancreatic inflammation processes.
CP-induced generation of ROS/RNS from numerous enzymatic systems, including
xanthine oxidase, nitric oxide synthase, CYP2E1, and NADPH oxidase, oxidize a wide
range of biomolecules and cause serious tissue damage. The application of different
antioxidants in single or in various combinations has resulted mixed responses.
Though it offers protection from OS-mediated damage of pancreatic cells, yet in
some clinical trials, these antioxidants have not shown significant improvement in
the status of clinical health of CP patients. The effect of a combination of different
vitamins has also not displayed encouraging response toward recovery or protection
in CP patients. Yet, the treatment of CP patients with some phytochemicals has
shown an encouraging response in the recovery. A clear understanding of oxidative
stress-related pathophysiology of CP may be useful to clinicians toward determina-
tion of the most appropriate therapy of the disease by targeting specific mediators
during CP and monitoring OS biomarkers during treatment.17–19

Multiple choice questions

1 Pancreatitis is characterized by each of the following except:

a. Abdominal pain

b. Systemic inflammation

c. Pancreatic endocrine and exocrine dysfunction

d. Slow heart rate

2 The main causes of chronic pancreatitis include all except:

a. Alcohol

b. Pancreatic duct obstruction by gallstones

c. Infection

d. Deep vein thrombosis

3 Chronic alcohol abuse results in pancreatic damage through this mechanism:

a. Oxidation products of ethanol including acetaldehyde and acetate

b. Fatty acid ethyl esters catalyzed by fatty acid ethyl ester synthase

c. Both a and b

d. Neither a nor b
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Wound healing and hyperbaric
oxygen therapy physiology:
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THEMATIC SUMMARY BOX

At the end of this chapter, students should be able to:

• Describe how hypoxia impedes wound healing

• Differentiate between acute and chronic inflammation

• Describe pathways leading to apoptosis, necrosis, cell death and disease

• Explain how HBO therapy contributes to wound healing

• Describe how oxygen is transported during HBO therapy

• Explain how an imbalance in the micro-wound environment increases MMP production

Introduction

One of the basic pathways to nonhealing of wounds is the interplay between tissue
hypoperfusion, resulting hypoxia, and infection. Chronic hypoxia both within the
wound and periwound environment impedes wound healing by numerous mecha-
nisms that act concurrently. One of the challenges of advanced wound care is identi-
fying the extent to which local hypoxia contributes to the abnormal healing, and then
correcting that hypoxia to the extent possible. During the past 40 years, a large body
of research and clinical evidence has shown that intermittent oxygenation of hypop-
erfused tissue, which can only be achieved by exposure to hyperbaric oxygen (HBO),
mitigates many of these impediments and sets in motion a cascade of responses that
contributes to wound healing.1

Oxidative Stress and Antioxidant Protection: The Science of Free Radical Biology and Disease, First Edition.
Edited by Donald Armstrong and Robert D. Stratton.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.
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Adequate molecular oxygen is required for a wide range of biosynthetic processes
essential to normal healing.Molecular oxygen is required for hydroxylation of proline
during collagen synthesis and cross linking as well as for the production of reac-
tive oxygen species (ROS) during the respiratory burst occurring within leukocytes
that phagocytizes bacteria. While short-term hypoxia is one stimulus for angiogenesis
in wound healing, adequate local oxygen levels are required to sustain an effective
angiogenic response and for the reconstruction of the dermal matrix. Recent research
has shown that oxygen also plays an important role in cell signaling events neces-
sary for tissue repair, which further explains the fragile dynamic between oxygen
availability and increased demands for oxygen during wound healing.2

Hyperbaric oxygen environment

Hyperbaric oxygenation of tissue is achieved when a patient breathes 100% oxygen
in an environment of elevated atmospheric pressure typically in the range of
2.0–3.0 atmospheres absolute (ATA). This can occur in a monoplace (single patient)
chamber typically compressed with 100% oxygen or less frequently in a multiplace
(multiple patient) chamber typically compressed with air with the patient breathing
100% oxygen through a specially designed hood or mask. Both can increase PO2
values in excess of 1700mmHg (Figures 22.1 and 22.2).3,4

Oxygen is transported by the blood in two different ways: (i) chemically bound
to hemoglobin in erythrocytes and (ii) physically dissolved in plasma according to
Henry’s law, namely, that the gas tension of oxygen in blood and tissue will increase
as the partial pressure of oxygen increases in the alveoli. This will lead to increased
oxygen availability through increased oxygen transport dissolved in the plasma and
ultimately in the tissues.

Hemoglobin transport of oxygen is limited by chemical binding whereas the
hemoglobin concentration of oxygen dissolved in plasma is only limited by the
partial pressure of oxygen in the alveoli, which is determined by the partial pressure

Figure 22.1 Monoplace chamber using compressed 100% oxygen.
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Figure 22.2 Multiplace chamber using compressed air and 100% oxygen hood. (See color plate

section for the color representation of this figure.)

of oxygen in the inspired gas. At three ATA, the amount of oxygen dissolved in
plasma can theoretically reach ≈2240mmHg, an amount large enough to maintain
life in the absence of hemoglobin. This was demonstrated experimentally in 1960
by Boerema who, by exchange transfusion with Ringer’s lactate, exsanguinated
the blood from young pigs while inside a hyperbaric chamber. In the absence of
hemoglobin, the pigs survived only on the oxygen dissolved in their plasma.5

When the body is at rest, it normally consumes about 6ml of oxygen per 100ml of
blood, but of this amount only 0.3ml is transported in the plasma. When the pressure
is raised to 2ATA of pure oxygen, the plasma oxygen level is raised to 4.4ml. Thus,
oxygen saturation of the tissue is considerably enhanced by the use of HBO therapy.
At 3ATA approximately 6.4 volumes percent of oxygen are physically dissolved in
plasma, which is sufficient to sustain life even in the absence of hemoglobin.

When the amount of dissolved oxygen in plasma is increased so does the diffu-
sion distance of oxygen from the capillaries. The oxygen diffusion distance increases
approximately fourfold on the arterial end (64–247 μm) of the capillary and doubles
that distance at the venous end (36–64 μm) with the increased PaO2 from breathing
100% oxygen at 3ATA compared to air at 1ATA.6

Hyperbaric oxygen therapy (HBOT) provides additional oxygen to the hypoxic
tissue and supports tissue healing through a variety of mechanisms. The immedi-
ate effects of HBOT occurring during treatments improve wound metabolism in the
setting of acute and chronic hypoxia. These relatively short lived effects that con-
tribute towound healing include the following: (i) Improved local tissue oxygenation,
leading to improved cellular energy metabolism. (ii) Increased collagen and other
extracellular matrix (ECM) protein deposition and epithelization. (iii) Decreased local
tissue edema due to vasoconstriction of vessels in nonischemic tissues. (iv) Improved
leukocyte bacterial killing and suppressed exotoxin production. (v) Increased effec-
tiveness of antibiotics that require oxygen for active transport across microbial cell
membranes. These effects, while important, would not by themselves account for the
degree of improvement in wound healing seen in most ulcers treated with HBOT.
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Over the past 15 years, research has led to a somewhat different understanding of
the role of HBOT, which has focused on the role of HBOT plays in altering the balance
of ROS and reactive nitrogen species (RNS) within the wound, fundamentally alter-
ing the wound environment and its healing response. In this context, HBOT alsomust
be thought of as providing oxygen as a cell-signaling agent.7,8 Achieving these bene-
ficial effects requires a minimum tissue oxygen tension of approximately 200mmHg
which can only be achieved with use of HBO therapy. These effects include:
(i) Enhanced growth factor and growth factor receptor site production, especially
platelet derived growth factor (PDGF) and vascular endothelial growth factor (VEGF),
which are helpful in woundmatrix development and angiogenesis; (ii) Altered leuko-
cyte β-integrin receptor sensitivity, helpful in mitigating ischemia reperfusion injuries
which occurs in many chronic and acute wounds; (iii) Reducing inflammation and
apoptosis which occur in many acute ischemic wound models; (iv) Activating stem
cell metabolism and releasing them into circulation from bone marrow reservoirs.
These physio-pharmacological effects have been observed both in vitro and in vivo.9–12

HBOT is complicated by the dual nature of oxygen in being essential to life, and
at the same time, being toxic in excess. Hyperoxygenation enhances ROS and RNS
mediated pathways, which can be expressed as both positive and negative for wound
healing. While the body’s defenses against excessive ROS are highly effective, the
body can be overcome with prolonged exposures at high oxygen tensions, as occurs
with HBOT. This leads to two of the greatest impediments to the application of HBOT,
which are neurologic and pulmonary manifestations of oxygen toxicity. Oxygen tol-
erance limits are defined in order to avoid these manifestations. To negate these
negative effects, the application of HBOT is limited to 3ATA of 100% oxygen. Acute
and chronic wounds are generally treated at 2.0–2.5ATA, for at these levels daily
exposures do not produce pulmonary symptoms.3

A normal by-product of cellular metabolism, ROS rate of production is increased
in the presence of increased oxygen availability, which occurs during an HBOT
exposure.13 Not only does this primary generation of ROS occur, but also secondary
generation of reactive oxygen intermediate molecules are produced, adding to
oxidant injury, such as in neutrophil oxidant production.

Even so, the role of HBOT in free radical mediated tissue injury is not well defined.
Researchers have demonstrated that HBOT enhances antioxidative defense mech-
anisms in some animal studies. Hyperoxia causes an increase in nitric oxide (NO)
synthesis as part of a response to oxidative stress. Mechanisms for neuronal nitric
oxide synthase (nNOS) activation include augmentation in association with a chaper-
one protein called heat shock protein 90 (Hsp90) and intracellular entry of calcium.14

Superoxide dismutase (SOD) is an important enzyme found in human cells that
inactivates superoxides, the most common free radicals in the body, responsible for
destruction of cells. HBOT stimulates SOD production thereby helping the body to
rid itself of the byproducts of inflammation and damaging free radicals.

Wound environment

Acute wound healing is an orderly and efficient process which is characterized by
four distinct but overlapping phases: hemostasis, inflammation, proliferation and
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remodeling. In nonhealing chronic wounds, this efficient and orderly process has
been lost due to the absence of the hemostasis phase, causing these ulcers to become
locked into a state of chronic inflammation that is self-sustaining and characterized by
abundant neutrophil infiltration with associated ROS and destructive enzymes. Heal-
ing can only occur after this prolonged inflammatory phase is broken and thewound’s
micro-wound environment is once again in balance, thus allowing the wound to pro-
ceed through the remaining stages (Figure 22.3).15,16

All chronic wounds are similar in that each is characterized by one or more
persistent inflammatory stimuli: repetitive trauma, ischemia, or low-grade bac-
terial contamination. Once the skin barrier is broken and bacterial colonization
occurs, inflammatory molecules from bacteria, such as endotoxin, platelet products,
such as transforming growth factor-β (TGF-β), or fragments of ECM molecules,
such as fibronectin, stimulate proliferation of inflammatory cells (neutrophils and
microphages) to enter the wound. These activated inflammatory cells secrete proin-
flammatory cytokines such as tumor necrosis factor-α (TNF-α) and interleukin-1β
(IL-1β).16

These proinflammatory cytokines stimulate synthesize of matrix metallopro-
teinases (MMPs) and suppress tissue inhibitors of matrix metalloproteinase (TIMP).16

The chronic wound environment has been proven to contain elevated protease
(MMP) levels and decreased levels of protease inhibitors (TIMP).16 MMPs play an
important role in all phases of wound healing by promoting cell migration, breaking
down extracellular matrix, and remodeling. An imbalance in the microwound
environment with increasing numbers of MMP’s and decrease TIMP’s levels is
associated with the degradation of collagen and reduction of growth factors and
growth factor receptor sites as well as other vital components of the extracellular
matrix. Once growth factors are degraded, communication between the various cells
participating in the wound healing process stops and wound healing is delayed.
As the inflammatory cycle is prolonged, it amplifies the proinflammatory cytokine
cascade leading to a wound environment which is absent of DNA synthesis. This is
related to the low mitotic activity, excessive levels of inflammatory cytokines, high
levels of proteases, and excessive ROS found in chronic wound fluid which in turn
results in senescent or mitotically incompetent cells.17–19

Once the inflammatory cycle is prolonged, it creates a “vicious cycle” which is
characteristic of all chronic wounds.16 The self-sustaining nature of this vicious cycle
has far reaching effects. As the wound shifts from hypoxic to ischemic over time,
the lack of available oxygen for metabolism leads to anaerobic metabolism which
reduces concentrations of adenosine triphosphate (ATP) resulting in metabolic
acidosis. The reduction of ATP facilitates increased lactate with decreasing pH which
excites nociceptors and produces activation of pH-sensitive ion channels, resulting
in pain. However, if there is sufficient oxygen for aerobic metabolism, then the
by-product acid is metabolized. As a result, pain is alleviated or disappears. This
accounts for higher levels of associated pain in chronic wounds when compared to
acute wounds.20–22

Free radicals are known to cause cell damage and to function as inhibitory
factors in the healing process.20 The production of ROS within a chronic wound
can originate from several potential sources. During healing, various inflamma-
tory cells, such as neutrophils, macrophages, endothelial cells, fibroblasts, and
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in particular senescent fibroblasts, which are prominent in chronic wounds, are
capable of producing superoxide.15 In chronic wounds, activated neutrophils and
macrophages produce extremely large amounts of superoxide and its derivatives via
the inducible phagocytic isoform of NADPH oxidases.21 When polymorphonuclear
neutrophils (PMNs) are recruited and activated at the wound site they consume an
increased amount of oxygen, which is converted into ROS, in a process known as
a “respiratory” or “oxidative” burst. This burst requires the consumption of large
amounts of molecular oxygen, increasing oxygen consumption by at least 50%
resulting in the generation of superoxide anions.22 Most of the superoxide anions
formed are converted into hydroxyl radicals via the iron-catalyzed Fenton reaction,
creating a second source of ROS. Iron is released from hemoglobin by degraded
erythrocytes, ferritin, and hemosiderin.23 An example of this is venous ulcerations
which have excessive iron deposition in the skin, which is used in a Fenton reaction
to produce excessive amounts of ROS, in this case hydroxyl radicals. These highly
toxic hydroxyl free radicals also enhance the synthesis and activation of even more
matrix-degrading metalloproteinase.24 The presence of excessive reactive oxygen
metabolites are not only highly toxic to surrounding tissue, they also increase
MMPs while decreasing TIMP levels, creating a highly aggressive chronic wound
environment that inhibits healing.

Conclusion

Quality care of the wounded patient requires a detailed understanding of both the
normal and pathologic healing processes. As noted, inflammation and oxidative stress
are critical components of healing success, and when either under- or overexpressed,
healing fails. Students of the healing sciences and providers alike must be mindful of
these “two-edged swords” in their understanding of the patient’s recalcitrant clinical
response. Finally, insight into the importance of oxidative balance will more effec-
tively guide the provider in the selection of appropriate advanced therapies in this
era of cost-sensitive, personalized care planning.

Multiple choice questions

1 When polymorphonuclear neutrophils are activated at a wound site they increase oxygen

consumption by at least what percentage?

a. 25%

b. 50%

c. 75%

d. 100%

2 What cells are capable of produce superoxides?

a. Neutrophils

b. Macrophages

c. Fibroblasts

d. All the above
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3 At 3ATA the amount of oxygen dissolved in plasma can support life in the absence of

hemoglobin.

a. True

b. False
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CHAPTER 23

Radiobiology and radiotherapy
Justin Wray and Judith Lightsey
Department of Radiation Oncology, University of Florida College of Medicine, Gainesville, FL, USA

THEMATIC SUMMARY BOX

At the end of this chapter, students should be able to:

• Describe the formation of radiation-induced DNA damage

• Name the two types of radiation-induced DNA damage

• Name the 4 R’s of radiobiology

• List the types of DNA damage that occur following radiation and the repair pathway
that repairs the damage

• List the phases of the cell cycle and the cell cycle checkpoints

• List the strategies to overcome tumor radioresistance

• Describe the advantages and disadvantages of chemical radiosensitizers

A brief history of radiation therapy

To begin the discussion of the role of free radicals in radiation, it is important to have
a framework of what radiation and radiation therapy is. Ionizing radiation was first
described by Wilhelm Conrad Rontgen in December of 1895, and he performed the
first public X-ray of a hand shortly thereafter. Following this discovery, there was a
rush of interest and several famous researchers including Antoine Henry Becquerel,
Leopold Freund, and Pierre andMarie Curie began using X-rays and gamma rays ther-
apeutically for both benign and malignant tumors.1 Unfortunately, there was much
skin toxicity with low-energy X-rays and gamma-ray production from elements such
as radium when trying to treat deep tumors, so their utility was reserved primarily
for superficial tumors and diagnostic imaging. Clinically and dosimetrically, X-rays
are measured in Grays (Gy). In 1975, the measurement was officially named after
L.H. Gray, who died in 1965. One Gray is specifically the amount of X-rays to deposit
one joule of energy per kilogram of water.

The modern era of radiation therapy began in the 1960s when the first
high-energy X-ray machines began production. These linear accelerators, or Linacs,

Oxidative Stress and Antioxidant Protection: The Science of Free Radical Biology and Disease, First Edition.
Edited by Donald Armstrong and Robert D. Stratton.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.

357



�

� �

�

358 Chapter 23

are capable of producing megavoltage X-rays, which allow the modern radiation
oncologist to treat deep seated tumors easily without damaging the overlying skin to
a prohibitive degree.1 Compounding on these advances, computer planning systems
and the advent of computed tomography scanning were introduced in the 1970s and
1980s. These advances using X-ray technology led to the ability to plan treatment
based on 3D anatomy and monitor treatment using image guidance systems. In
the current state of the art, X-ray therapy is used in some form or manner in the
treatment of most cancers. In coordination with these technological advances, much
time and effort has been invested into describing the biological effect of the delivery
of X-ray therapy.

Mechanism of radiation

Radiation damages tissue in multiple ways, but the primary mechanism of cell death,
carcinogenesis, and mutations is DNA damage. X-rays cause DNA damage by either
direct or indirect mechanisms. Both of these mechanisms are based on the physics of
radiation andmolecular excitation, which leads to ionizationwhen an orbital electron
is ejected from an atom ormolecule. If this occurs to the DNA itself, it is direct damage.
In treatment with X-rays, this mechanism accounts for approximately one-third of
the damage that takes place. Of note, in other forms of radiation including carbon
ion, α particle, and neutron therapy, this is the dominant mechanism of DNA damage.
The other two-thirds of the DNA damage after ionizing radiation that takes place is
of more importance to this text.

Not only do X-rays damage DNA directly, they also interact with all of the other
molecules within a cell and tissue. The prominent molecule in any functioning tissue
is water (H2O). It is well known that when an outer electron of H2O is excited and
ejected, it forms a primary ionized free radical, H2O

•+. This ion has a short half-life of
approximately 10−10 s before it reacts with another nearby water molecule to form a
hydroxyl radical (OH•) in the following equation:

H2O
•+ + H2O → H3O

+ +OH•

Once this occurs, the hydroxyl radical is highly reactive and has a longer half-life
with the ability to diffuse over a short distance. If this occurs near a DNA strand it
will induce damage, accounting for the other two-thirds of the total damage above.
This DNA damage is the driving force when using radiation as a therapy in cancer
treatment and as described earlier, the hydroxyl free radical is responsible for the
majority of the damage imposed by X-rays.2

Biology in cancer

DNAdamage after X-ray treatment is responsible for themajority of the effects includ-
ing cell death, carcinogenesis, and mutations. It is a conundrum as to how then can
radiation therapy be used to treat tumors and not cause the same effect in the adjacent
normal tissue. The answer to this was discovered in the 1920s and 1930s in France.
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At the time, radiation was being utilized to sterilize ram’s testicles. If the treatment
was given in a single dose, the ram had scrotal skin toxicity that led to increased
complications. Although the treatment was given in smaller doses over a period of
weeks, the side effects were minimal and tolerable. This was then taken into can-
cer therapy and shown to be effective. The division of a dose of radiation into many
smaller doses given over a longer time is termed fractionation. This is the mainstay
of radiation treatment in the modern era (Figure 23.1).

4 R’s: repair, redistribution, reoxygenation,
and repopulation

Much research has been performed to further understand this principle since the
1930s. Out of decades of research, an overarching theory has emerged to explain
how fractionation is possible. This is commonly termed the 4 R’s of radiobiology or
fractionation. They are repair, redistribution, repopulation, and reoxygenation.

Repair is the first R. This term refers to the ability of normal or tumor tissue to
repair the damage that the X-ray causes directly to the DNA molecule. As earlier, this
damage is induced by both direct ionization of the DNA strand and that caused by
the hydroxyl free radical generated by the ionization of adjacent water molecules.
As a refresher, DNA is composed of two complimentary strands, which are oppo-
site of each other, and made up of a chain of the nucleotides adenosine, guanine,
cytosine, and thymine. When the DNA is damaged, many different types of damage
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Figure 23.1 Radiation effect on DNA.
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will occur, which can be classified into two broad categories: single-strand breaks and
double-strand breaks.

Single-strand breaks occur when only nucleotides in one stand of the DNA
molecule are damaged. The two main types of damage and the pathways which
repair with them are as follows: (i) damage to the nucleotide base repaired by base
excision repair; and (ii) the addition of bulky adduct molecules and damage to the
nucleoside repaired by nucleotide excision repair. All of these damages may lead to
dysfunction when the cell attempts to transcribe the DNA into RNA to make proteins
or replicate the DNA before cell division. Furthermore, if unrepaired, these damages
lead to permanent mutations in the DNA code.

Double-strand breaks can occur by several mechanisms that will not be described
here, but all lead to the severing of the DNA strand. Although this is less com-
mon and occurs at a ratio of approximately 1:25 compared to single-strand breaks,
double-strand breaks are the most lethal DNA damage to the cell and account for the
majority of cell death. The two major pathways involved in repairing these lesions
are homologous recombination and nonhomologous end joining.

In the cancer cell, it is evolutionarily advantageous to lose some of this DNA repair
ability. Cancer cells divide at a high rate, and when they lose a certain level of repair
capability, it allows for increased natural selection, which causes mutations that drive
further growth and metastatic potential. The adjacent normal tissue that surrounds
the cancer cells maintains the ability to accurately repair its DNA. This discrepancy
accounts for the ability of X-rays to damage both normal tissue and cancer DNA, but
only the cancer cell is killed during fractionation. Giving a smaller dose of X-rays over
multiple fractions allows the normal tissue to have time to utilize repair pathways
while the cancer cell has lost much of this response. Thus, causing cancer cell death
while maintaining normal tissue integrity.

The second R is redistribution. Just as it is advantageous for cancer cells to lose
the ability to accurately repair their DNA, it is also advantageous to gain the ability to
divide quickly. During cell division, there are multiple phases including Gap 1 (G1),
Synthesis (S), Gap 2 (G2), and Mitosis (M). Evolutionarily, the normal cell has mul-
tiple checkpoints that stop the cell from moving through and dividing if there is DNA
damage. The primary checkpoints are at the G1/S border, in S, at the G2/M border,
and during chromosome separation (decatenation). Each one of these checkpoints
has specific pathways that will not be described here. In most cancer cells, there are
mutations in one or more of these pathways that leads to dysfunction. This allows
the cell to progress through the cell cycle at a higher rate (Figure 23.2).

Each of the cell cycles also have different levels of radiation sensitivity. S is the
most resistant and G2 and M are the most sensitive. Since tumor cells have likely
gained the ability to continue to divide after radiation therapy, the separation of the
X-ray dose into fractions also allows the cancer cells to move into different cell cycles
throughout treatment. Thus, the cells that are in radioresistant phases at the time of
one treatment will have the opportunity to move into a more radiosensitive cycle
during a subsequent treatment. This R is also sometimes referred to as reassortment.

The third R is reoxygenation. As tumors grow, there is a limit to their size based on
blood flow. Theymust gain the ability to recruit blood vessels to continue to gainmass.
During this process, the tumor continues to divide; thus, there is a ratio of cell death
to tumor growth that is directly related to the amount of blood flow recruitment that
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has occurred. In tumors that are dividing rapidly, they will quickly outgrow blood
supply there. Many of the cells that die in the center of the tumor succumb to a
lack of energy that is driven by a lack of oxygen. The result of this is a tumor that
has adequate blood flow around the exterior and minimal blood flow in the center.
Thus, the inner core of the tumor often becomes necrotic as the majority of the cells
succumbing to hypoxia reside in the center.

As described earlier, X-rays cause the majority of their DNA damage utilizing
the indirect effect of hydroxyl radicals. This process is directly dependent on the
oxygen concentration in the cell. Hypoxic environments are more radioresistant than
well-vascularized environments. During radiation therapy over multiple fractions,
the outer, well-oxygenated, region of the tumor is radiosensitive. As multiple frac-
tions are given and the tumor regresses, the blood supply to the inner core increases
with decreased demand to the dying outer shell. The inner core then becomes reoxy-
genated and has an increased level of radiosensitivity that it would not have had if
the treatments were given in a single fraction.

This fourth R is repopulation. Repopulation is beneficial to the tumor. It refers
to the ability of the tumor to divide between fractions. Under normal treatment
circumstances, treatments at every 24h, there is not enough time for this to play
an important role. But, in patients to have a prolonged treatment, break and inter-
fraction time is increased; it may become problematic. It is also an important concept
because in certain cancers, such as head and neck squamous cell carcinoma, studies
have indicated that these tumors may have accelerated repopulation. Theymay begin
to increase their growth rate as treatment progresses because more radioresistant
clones of the tumor are selected for. Clinically, this is the justification for decreased
interfraction time or hyperfractionation where more than one X-ray treatment is
given daily.

The impact of free radicals

Overall, free radicals play a major role in the production of DNA damage by radiation
therapy via the hydroxyl free radical. Clinically, there has been much research and
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trial into finding both new methods and drugs to improve the therapeutic effect on

cancer cells and ways to protect the normal tissue from damage using free radical

modulation.

The role of oxygen in clinical radiation therapy

For years, scientists have tried to take advantage of the role oxygen plays in enhancing

radiation cell kill. As stated previously, the indirect effect of radiation on living cells

requires the presence of oxygen. Tumor cells that are hypoxic are more radioresistant.

Several mechanisms have been used in an effort to overcome this radioresistance,

including hyperbaric oxygen and the use of high linear energy transfer (LET) radia-

tions, such as neutrons and heavy ions. Still another approach is the use of chemical

radiosensitizers. Each of these approaches will be discussed in turn.

Hyperbaric oxygen

Several clinical trials were performed in the mid-1900s to evaluate the efficacy of

hyperbaric oxygen in enhancing the therapeutic ratio of radiation therapy. Some of

the studies did show an improvement in local control and also an increase in late

normal tissue damage. Churchill-Davidson et al. demonstrated an advantage of hyper-

baric oxygen in improving oxygenation of cells, but their study was nonrandomized.3

A study by van den Brenk et al. showed an advantage for hyperbaric oxygen, but the

study was criticized for using a suboptimal fractionation schedule for the conven-

tional arm.4 The Medical Research Council conducted a large multicenter trial that

demonstrated a significant improvement in the control of carcinoma of the cervix.5

Hyperbaric oxygen never became widely used partly because it is difficult to use and

also because chemical radiosensitizers started to be developed allowing for a much

simpler way to achieve radiosensitization.

High linear energy transfer radiation

Linear energy transfer is the energy transferred per unit length of a track. Some radi-

ations are densely ionizing, that is, they produce a large number of ionizations over

a specified distance. The advantage of this is that high LET radiation is more efficient

at causing reproductive death. Thus, for high LET radiation, there is no shoulder on

the cell survival curve. The other advantage of high LET radiation is that they are less

dependent on the presence of oxygen. Thus, radioresistance due to hypoxia will be

less marked for these treatments than for conventional radiations. Examples of high

LET radiation include protons, neutrons, and α particles.
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Neutrons in radiotherapy

Neutrons were first introduced for use in radiotherapy in the 1930s, but were sub-

sequently abandoned due to severe late effects. They were later reintroduced in the

1950s.Most of the clinical studies did not show an advantage for neutrons over X-rays

except in a few sites such as prostate cancer, salivary gland tumors, and soft tissue

sarcomas. A study by Catterall and Bewley demonstrated increased local control in

head and neck tumors irradiated with fast neutrons.6 Neutrons have never been

widely adopted by the radiotherapy community.

Protons in radiotherapy

In addition to a higher relative biologic effectiveness (RBE), protons have a superior

dose distribution compared to X-rays. Initial studies showed advantages for protons

in the treatment of choroidal melanoma of the eye, sarcoma of the base of skull, and

chordomas. Over the past decade, the use of protons has exploded in the United States

with new centers opening every year. Protons are now used to treat a wide variety

of tumors. The most common tumors treated with protons are prostate cancer, head

and neck cancer, and pediatric malignancies.

Chemical radiosensitizers

Radiosensitizers are agents that make cells more sensitive to radiation. Many com-

pounds have been shown to enhance the effect of radiation. The problem is most of

these compounds enhance both tumor cells and normal tissues to a similar degree

and thus offer no advantage. Some radiosensitizers selectively sensitize hypoxic cells

to radiation. This is a desirable effect since tumor cells are more likely to be hypoxic

than normal cells. The best studied of this class of sensitizers are the nitroimidazoles

such as misonidazole, etanidazole, and nimorazole. Early studies with misonidazole

showed that the agent was selectively toxic to hypoxic cells. Hypoxic cells in the pres-

ence of 10mM of misonidazole have a radiosensitivity approaching that of aerated

cells. Unfortunately, results from several randomized clinical trials were not nearly as

impressive as the laboratory data. These studies showed either no benefit or onlymin-

imal benefit although one trial showed a significant improvement in local–regional

control for one subgroup in the study.7,8 The inability of misonidazole to improve

outcomes in clinical trials has been attributed inadequate doses due to dose-limiting

toxicity. The drug can cause peripheral neuropathy that can progress to central ner-

vous system toxicity.

Etanidazole (SR-2508) is more hydrophilic than misonidazole (dissolves in water

better) and thus does not cross the blood–brain barrier. Therefore, neurotoxicity is

not a dose-limiting factor. Controlled clinical trials by the RTOG in the United States

and a multicenter trial in Europe showed no benefit for etanidazole when added to

conventional therapy.
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Another nitroimidazole, nimorazole, is much less toxic than misonidazole. The
drug can be administered with each radiation treatment. The Danish Head and Neck
Cancer Group (DAHANCA) conducted a phase III trial of nimorazole versus placebo
for squamous cell carcinoma of the supraglottic larynx and pharynx. There was a
statistically significant improvement in locoregional control. Nimorazole has not been
widely used outside of Denmark.

Conclusion

Oxygen plays a crucial role in killing of tumor cells with radiation therapy. Radia-
tion therapy is more effective at cell killing in the presence of oxygen. Hypoxia in
tumor cells causes radioresistance. Strategies to overcome tumor hypoxia continue
to be developed. Some promising approaches include using drugs that selectively kill
hypoxic cells. Examples include mitomycin C and tirapazamine. Ongoing challenges
include how to identify patients most likely to benefit from these interventions.

Multiple choice questions

1 The major, about two-thirds, damage to DNA of cells exposed to ionizing radiation comes

from:

a. Direct damage to the nuclear DNA

b. Direct damage to the mitochondrial DNA

c. Indirect damage by way of absorption of energy by water

d. Indirect damage by way of absorption by polyunsaturated fatty acids

2 The four Rs of radiation biology include all but the following:

a. Repair

b. Reaction

c. Redistribution

d. Reoxygenation

e. Repopulation

3 During which cell cycle phase are cells most resistant to radiation therapy?

a. M, mitosis

b. G1, gap 1

c. S, synthesis

d. G2, gap 2
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Chemotherapy-mediated pain and
peripheral neuropathy: impact of
oxidative stress and inflammation
Hassan A.N. El-Fawal1,2, Robert Rembisz1,2, Ryyan Alobaidi1,3, and Shaker A.
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THEMATIC SUMMARY BOX

At the end of this chapter, students should be able to:

• Describe chemotherapy-induced peripheral neuropathy (CIPN)

• Describe classes of chemotherapeutics inducing neuropathy

• Explain pathways and potential mechanisms involved in CIPN

• Explain studies dealing with pain and peripheral neuropathy

• Describe the current status in the management of CIPN

Introduction

Chemotherapy-induced peripheral neuropathy (CIPN) is one of the common side
effects of chemotherapeutic agents from the taxane, vinca alkaloid, and platinum
classes (Table 24.1).1–13 It is considered a major dose-limiting effect for many of these
agents, which affects the course of efficacious cancer therapy.14 The incidence of CIPN
varies according to the specific cancer and its stage, as well as according to the class
and number of chemotherapeutic agents being used. It may reach 7% incidence with
single agent and up to 38% incidence with combination regimens.14,15 Factors such
as patient age, dose, duration of therapy, and presence of pre-existing conditions
such as diabetes mellitus, may also modify CIPN incidence. The manifestations of
CIPN may be reversible or irreversible, and they differ depending on which neu-
rons (autonomic, motor, or sensory) are affected.16 Initially peripheral sensory fiber
activation results in an increased burning sensation, hyperalgesia, and hypersensi-
tivity to touch followed by decreased or absence of touch and pain sensation with

Oxidative Stress and Antioxidant Protection: The Science of Free Radical Biology and Disease, First Edition.
Edited by Donald Armstrong and Robert D. Stratton.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.

367



�

� �

�

Ta
b
le

24
.1

C
o
m
m
o
n
ly

u
se
d
ch

em
o
th
er
ap

y
ag
en

ts
as
so
ci
at
ed

w
it
h
p
er
ip
h
er
al

n
eu

ro
p
at
h
y.

C
h
em

o
th

er
ap

y
Se

n
so

ry
M
o
to

r
R
ef
er
en

ce
s

ag
en

t
cl
as

s
sy

m
p
to

m
s

sy
m
p
to

m
s

Ta
xa
ne
s

M
ild

to
m
od

er
at
e
nu

m
bn

es
s,

tin
gl
in
g,

bu
rn
in
g/
st
ab

bi
ng

pa
in

of

ha
nd

s
an

d
fe
et
.

W
ea
kn

es
s
of

di
st
al

m
us
cl
es

w
ith

hi
gh

cu
m
ul
at
iv
e
do

se
s
of

pa
cl
ita

xe
la

nd

do
ce
ta
xe
l.

1–
6

Pa
cl
ita

xe
l(
Ta
xo

l®
)

D
oc

et
ax
el
(T
ax
ot
er
e®

)

A
br
ax
an

e®

V
in
ca

al
ka
lo
id
s

M
ild

to
m
od

er
at
e
nu

m
bn

es
s,

tin
gl
in
g,

bu
rn
in
g/
st
ab

bi
ng

pa
in

of

ha
nd

s
an

d
fe
et
.

W
ea
kn

es
s
of

di
st
al

m
us
cl
es
,

de
cr
ea

se
d
de

ep
te
nd

on
re
fle

xe
s,
an

d

fo
ot

dr
op

.

1–
4

V
in
cr
is
tin

e
(O

nc
ov

in
®
)

V
in
or
el
bi
ne

(N
av
el
bi
ne

®
)

Pl
at
in
um

s
M
ild

to
m
od

er
at
e
nu

m
bn

es
s
an

d

tin
gl
in
g
of

ha
nd

s
an

d
fe
et

ca
n
oc

cu
r

af
te
r
pr
ol
on

ge
d
us
e
(4
–6

m
on

th
s)
.

W
ea

kn
es
s
is
ra
re

bu
t
ca
n
oc

cu
r
w
ith

hi
gh

do
se
s
of

ci
sp
la
tin

an
d

ox
al
ip
la
tin

.

9–
12

C
is
pl
at
in

(P
la
tin

ol
®
)

C
ar
bo

pl
at
in

(P
ar
ap

la
tin

®
)

O
xa
lip
la
tin

(E
lo
xa
tin

®
)

368



�

� �

�

Chemotherapy-mediated pain and peripheral neuropathy 369

the progression of neuropathy to involve the neuronal cell bodies in the dorsal root
ganglia.16 Additionally cancer pain by itself is recognized as a health care problem.

This chapter reviews the classes of chemotherapy associated with peripheral
neuropathy, mechanisms involved, and potential strategies for pain management
and prevention of peripheral neuropathy, without compromising anticancer efficacy
of chemotherapy.

History of chemotherapy-induced peripheral
neuropathy

The antineoplastic classes of chemotherapeutic agents, the taxanes and platinum
compounds, are well established as effective chemotherapeutics. These agents are
believed to be effective against testicular, ovarian, breast, colorectal, and lung cancers.
As a result since January 2012 there are over 13million documented cancer survivors
in the USA alone.17 The goal of these efficacious medications is to improve the sur-
vival rate and quality of life of the cancer patient, while remaining safe treatment
options.

First identified in the 1960s, the taxanes – natural products isolated from the bark
of the rare pacific yew, Taxus brevifolia – include paclitaxel, docetaxel, and cabazitaxel.
Their mode of action primarily involves enhancing tubulin dimer activity, leading to
increased microtubule assembly, and stabilizing existing microtubules by inhibiting
their depolymerization.18 This interferes with the late G2 mitotic phase of the cell
cycle, essentially freezing the cell division process where distortion of mitotic spin-
dles occurs, causing chromosome breakage and cell death.18 It is in the context of
targeting microtubules that taxane-induced peripheral neuropathy may be appreci-
ated because neurons have more microtubules to support axonal trafficking via fast
anterograde (FAT) and retrograde transport systems.

Also in the 1960s a group of researchers at Michigan State University discov-
ered the biological action of platinum complexes, which eventually led to the FDA
approval of the first platinum agent, cisplatin, in 1978.19 The platinum group includes
the drugs cisplatin, carboplatin, and oxaliplatin, which inhibit DNA synthesis by for-
mation of DNA cross-links that denature the double helix, disrupting the function of
DNA.20 However, the site of action for platinum compounds is not cancer-cell specific
and leads to toxicities.

The primary toxicities of greatest concern from taxanes and the platinum-based
drugs are those associated with induction of hypersensitivity reactions and peripheral
neuropathy.

Pathways involved in CIPN

The chemotherapy drug oxaliplatin provides a case in point. A third-generation
platinum analog, it is considered a significant drug in the treatment of colorectal
cancer. Through its binding and formation of cross-links between strands of DNA, it
forms DNA adducts with resulting inhibition of DNA transcription and replication.21
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Oxaliplatin-induced neuropathy (OIN) is a dose-related side effect, which occurs in
almost 40% of patients treated with the compound. To date there are no established
neuroprotective or treatment options to mitigate the development of CIPN, and
there is a lack of sensitive assessment methods.22,23

Many studies have confirmed the role of the cell receptors in OIN pathogen-
esis. Some studies suggest that neuropathy is related to alterations in the sodium
channel-dependent action potential because the oxalate (an oxaliplatin metabolite)
alters the functional properties of voltage-gated sodium channels, resulting in a pro-
longed open state of the channels and hyper-excitability of sensory neurons.24 It is
this hyper-excitation that underlies the increased nociception and hyperalgesia. How-
ever as a consequence downstream signal transduction and activation of intracellular
effectors mediate degenerative changes, the first of which may be increased oxida-
tive stress.15 Intimately involved in these signaling pathways, as has recently become
evident, is nuclear factor-kappa B (NF-κB).

Nuclear factor kappa B is a group of structurally related proteins that are composed
of various combinations of dimers that are members of the NF-κB/Rel family of pro-
teins. This family is characterized by the presence of a highly conserved 300 amino
acid Rel homology domain (RHD). This domain is responsible for dimerization, DNA
binding, and association with inhibitor kappa B (IκB) proteins. Many variants of this
domain exist with varying structures, the most predominant one being p65/p50.25

In an unstimulated cell, NF-κB circulates in the cytosol bound to IκB, which inhibits
the activity of NF-κB. The inhibitory actions of IκB involve several mechanisms: it
sequesters the dimer in the cytosol, facilitates its dissociation from DNA, and exports
NF-κB from the nucleus. Upon stimulation IκB is phosphorylated and degraded by
IκB-kinase complex (IκK). When NF-κB is liberated it translocates into the nucleus,
where it interacts with co-activator proteins or binds to specific sequences in the
promoter region to regulate gene expression.26

Multidisciplinary research illustrated that NF-κB might be a key player molecule
in the pathogenesis of neuropathic pain. NF-κB inhibits catechol-O-methyltransferase
(COMT) expression in astrocytes, which are known to metabolize catecholamine
and thereby act as a key modulator of dopaminergic and adrenergic/noradrenergic
neurotransmission. So low COMT activity is associated with increased pain sensi-
tivity and perception.27 Also protein kinase C-associated kinase (PKK) is a critical
regulator of NF-κB signaling, and overexpression of PKK activates NF-κB signaling
and vice versa. This may explain the increases in the activity of protein kinase C in
supra-spinal regions in CIPN cases.28

Intracellular stress conditions have been shown to result in the activation of
NF-κB. Several studies have revealed the role of mitochondria in generation of
reactive oxygen species (ROS) and the ensuing regulation of NF-κB signaling.29 The
converse has also been demonstrated because NF-κB activity increases nitric oxide
production, and so increases intracellular oxidative stress.30

Convergence of mechanisms
Although no one mechanism may be responsible for the initiation of CIPN, there
appears to be a convergence on a common pathway involving calcium overload
and downstream activation of proteolysis and/or apoptosis and oxidative stress. As
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summarized in Figure 24.1, calpain is believed to participate in several neurodegener-
ative disorders and in glutamate-induced excitotoxicity and toxic neuropathies,31–33

including paclitaxel-, vincristine-, or oxaliplatin-induced CIPN.15,34 This activation of
calpain may be a consequence of activation of calcium voltage-activated channels, as
indicated above, or be secondary to increased sodium channel activation in these
neurons. Calpain activation also results in exacerbation of neurotoxicity through
NF-κB activation. For example, glutamate has been shown to activate NF-κB via cal-
pain in neurons.34,35 This may be mediated by IκB degradation.36 Interestingly the
chemotherapeutic agent bortezomib induces IκB degradation via calpain activation.37

Calpain’s participation in CIPN neurodegeneration induced by paclitaxel has been
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Figure 24.1 As a result of chemotherapeutic regimen: (1) calcium overload ensues, secondary

to Na and Ca channel activation, resulting in calpain activation and proteolysis of the

cytoskeletal (e.g., microtubules and neurofilaments). Calpain activity may also activate NF-κB;
(2) downstream generation of inflammatory cytokines, NO, and exacerbation of ROS

production from mitochondria, and increased Ca release; (3) this is aggravated by the

attendant activation of glia (astrocytes and microglia) and immune effectors [see text for

details]. Successful intervention to ameliorate NF-κB-induced pathology and oxidative stress

would improve the efficacy and dosing regimens with chemotherapeutics. DRG=dorsal root

ganglia. (See color plate section for the color representation of this figure.)
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demonstrated by the use of a calpain inhibitor,38 while oxaliplatin has been shown to
induce apoptosis of HeLa cells via calpain activation.39 These studies strongly impli-
cate calpain as a mediator of neurotoxicity by direct proteolysis, secondary to oxida-
tive stress, as well as mediating NF-κB activation. In addition, calpain leads to the
dissociation of cardiolipin and cytochrome c, which leads to the activation of cas-
pases as well as increasing mitochondrial permeability and calcium release. These
activities are inhibited by calpain inhibitors and inhibitors of ROS and nitric oxide
generation.40

The contribution of glia, most notably astrocytes and microglia, to CIPN and
neuropathic pain has only been considered recently. In a study by Ji et al. it was
demonstrated that inhibition of astrocytes, but not microglia, significantly reduced
vincristine-induced CIPN in a rat model. This study also provided evidence that
oxidative stress mediated the development of spinal astrocyte activation, and acti-
vated astrocytes dramatically increased interleukin (IL)-1β expression that induced
NMDA receptor activation in spinal neurons to intensify pain transmission.41 In
a nerve injury rat model with tactile allodynia, Miyoshi et al. demonstrated the
increased release of IL-18 from microglia and the upregulation of IL-18 receptors
in astrocytes.42 The functional inhibition of IL-18 signaling pathways suppressed
injury-induced tactile allodynia and decreased the phosphorylation of NF-κB in
spinal astrocytes and the induction of astroglial markers. In a similar model, astrocyte
production of pro-inflammatory cytokines TNF-α, IL-1β, and NF-κB activation was
reported.43 These effects could be ameliorated by administration of recombinant
erythropoietin. Consistent with the involvement of astrocytes and NF-κB in the
production of neuropathy and pain is the study by Tchivileva et al.27 of COMT whose
activity is believed to modulate pain perception by the breakdown of catecholamines.
The authors demonstrated that TNF-α inhibits COMT expression and activity in
astrocytes by inducing NF-κB complex recruitment to the specific κB binding site,
thereby enhancing pain signaling.

Taken together, this evidence provides a plausible convergence of mechanisms in
the precipitation of CIPN and therefore suggests targets for the amelioration of CIPN.

Classes of chemotherapy associated peripheral
neuropathy

Taxanes
Paclitaxel, docetaxel, and cabazitaxel are all formulated in vehicles that will cause
hypersensitivity reactions in a person sensitive to the vehicle. Hypersensitivity
reactions occur in up to 30% of patients receiving taxane chemotherapy without
pre-medication. Therefore these three taxanes all require heavy pre-medication
as prophylaxis for potential allergic reactions. This can be acutely manifested as
chest pain, bronchospasm, dyspnea, hypotension, urticaria, skin reactions, and
angioedema.44 Even in the presence of pre-medication there is potential for hyper-
sensitivity reactions of varying severity. Use of the pre-medication decreases the
chances of having a reaction to 1–3%.45 The incidence of acute anaphylactoid
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reactions decreases from paclitaxel to docetaxel and then cabazitaxel. The severity of
the allergic reactions also decreases from paclitaxel to docetaxel to cabazitaxel.

Paclitaxel is a hydrophobic compound formulated with Cremophor EL for sol-
ubility and entrance into the body. Cremophor EL is known for causing the hyper-
sensitivity reactions associated with administration of paclitaxel; it leaches plasticizers
from the intravenous tubing used for administration. This releases histamine, causing
hypersensitivity reactions. This harmful solvent requires special tubing for adminis-
tration and pre-medication in order to try to avoid hypersensitivity reactions. Cre-
mophor EL has also been shown to cause axonal degeneration and demyelination,
contributing to the neurotoxicity of paclitaxel preparations in addition to the docu-
mented direct peripheral neuropathy induced by paclitaxel alone.46

In phase I trials, paclitaxel caused hypersensitivity reactions in 32 of 301 patients
(11%). Of these 32 patients, 13 (41%) received the proper pre-medication to pre-
vent hypersensitivity reactions.45 In another study paclitaxel was found to cause
severe hypersensitivity reactions in <4% of patients.47 Severe hypersensitivity reac-
tions associated with paclitaxel, such as anaphylaxis, may prove to be fatal. During a
phase I trial one patient experienced asystole and a severe hypotensive state, result-
ing in death.48 Great caution must be exercised in administering paclitaxel due to the
reactions associated with its solvent.48

Abraxane® is a novel albumin-bound nanoparticle formulation of paclitaxel. This
new formulation eliminates the need for the Cremophor solvent and allows pacli-
taxel to be given without the need for premedications. In a multicenter phase II
clinical trial Abraxane was given to 63 patients with metastatic breast cancer. There
was no pre-medication given or special drug administration required, and no hyper-
sensitivity reactions were reported.49 Gradishar et al. compared Abraxane to paclitaxel
regarding hypersensitivity reactions.50 Five hypersensitivity reactions in the paclitaxel
group were noted (three allergic reaction, two chest pain), and none occurred in the
Abraxane group. In another study Abraxane was infused over 2h to 25 patients,
and no patients received pre-medication; no patients experienced hypersensitivity
reactions.51 Although Abraxane nanoformulation eliminates hypersensitivity reac-
tions associated with the solvent, it does not eliminate peripheral neuropathies asso-
ciated with paclitaxel administration.

Docetaxel is a semi-synthetic analogue of paclitaxel and is formulated with
polysorbate 80 as its vehicle. In phase II studies, while patients manifested hyper-
sensitivity reactions in 41 out of 271 (15%) patients using paclitaxel, only 25 out
of 496 patients (5%) using docetaxel manifested similar reactions.52 These same
studies revealed sensory neuropathy in 29 out of 271 patients (11%) on paclitaxel,
but only 5 out of 496 patients (1%) using docetaxel developed neuropathy.52 Cellax
is a carboxymethylcellulose-based polymer conjugate nanoparticle formulation of
docetaxel. Cellax has proven to have a better pharmacokinetic profile and increased
efficacy compared to docetaxel.53 This novel nanoformulation eliminates the need
for polysorbate 80 as a vehicle used for docetaxel, but adverse effects to docetaxel
remain.

Cabazitaxel is the newest of the taxane class, designed to protect against resis-
tance seen in patients taking docetaxel or paclitaxel. It is required that pre-medication
also be given with cabazitaxel (Table 24.2). Hypersensitivity reactions are seen with
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cabazitaxel administration. In multicenter phase II trials using cabazitaxel as
treatment for taxane-resistant metastatic breast cancer, 4% of patients (n= 67)
developed hypersensitivity reactions despite the use of pre-medications. One patient
withdrew from the study due to a grade 4 allergic reaction.54 In a phase I trial
involving 21 patients treated with cabazitaxel, 2 mild hypersensitivity reactions were
reported.55

Platinums
In contrast to the taxanes there is a paucity of evidence regarding hypersensitivity
reactions with platinum agents. Reactions to cisplatin and carboplatin are uncom-
mon, but there are a few case reports of hypersensitivity reactions to these agents. Two
patients treated for lung cancer with cisplatin experienced symptoms of chest pres-
sure, cough, flushing, urticarial, and tachycardia as part of a hypersensitivity reaction
to the medication.56 In a review of 180 patients given cisplatin as part of a regimen
to treat colorectal cancer, 15% developed a hypersensitivity reaction to the medi-
cation while 2.2% developed a reaction of grade 3–4.57 Over half of these patients
experienced symptoms of the reaction within the first hour of infusion; rash, itching,
flushing, chest discomfort, and dyspnea were among the most common symptoms
documented.

Oxaliplatin is a third generation platinum agent that has shown a greater potential
to induce hypersensitivity reactions, compared to cisplatin and carboplatin. However
in a 10-year retrospective review of 1224 oxaliplatin-treated patients, 308 (25%) of
these patients developed symptoms consistent with hypersensitivity reactions. Of the
308 patients, 63% experienced only mild itching and small area erythema, while
113 of the 308 patients had significant reactions that manifested as bronchospasm
and facial swelling, starting within 10min of infusion.58

Vinca alkaloid
Drugs from the class of vinca alkaloid including vincristine, vinblastine, and others
play a major role in cancer management via their high affinity binding to tubulin,
which causes a disruption of the mitotic spindles and arrest of cells in metaphase.
Neuropathy is the dose-limiting side effect of all vinca alkaloids, being the most
severe with vincristine and relatively less severe with vinblastine and vindesine.59

Vincristine produces a mixed motor, sensory neuropathy, and autonomic neuropa-
thy, with numbness and tingling.60

The cause of the neuropathy is most likely from impaired microtubule function
involved in axonal transport where both myelinated and unmyelinated fibers are
affected, which might result in impaired regeneration of nerves injured by other
causes.61

In an animal model of vincristine neuropathy a distinct disorganization of the
axonal microtubule cytoskeleton along with accumulation of neurofilaments in the
soma of spinal ganglion cells was demonstrated, suggesting impaired anterograde
axonal transport.62
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Induction of peripheral neuropathy

Peripheral sensory neuropathy is inflammation or degeneration of sensory nerves in
the periphery.63 Clinically neuropathy is graded on a scale of 1–4: grade 1 is numb-
ness, shooting pain, loss of deep tendon reflexes; grade 2 starts to see a limit in
activities of day-to-day living such as preparing food, shopping, or using the tele-
phone; grade 3 symptoms are more severe and activities such as feeding, bathing,
dressing, and using the toilet are very difficult; and grade 4 is very painful, severe
and life threatening, and immediate intervention is necessary.

The peripheral neuropathy with attendant pain that is caused by taxanes and
platinum compounds is a main concern of these drug classes. Peripheral neu-
ropathy, primarily sensory, is characterized by paresthesia of the extremities such
as numbness, tingling, and shooting pain, and typically starts from the toes and
fingers and works its way up to the feet and hands.64 These symptoms adversely
affect the health-related quality of life of patients.65 The ability to walk can be
impaired–patients often have trouble picking things up or holding objects, and
they lose feeling in their extremities.66 CIPN frequently leads to discontinuation
of treatment or need for a lower dose. Patients cannot tolerate the undesirable
symptoms of peripheral neuropathy, and this interferes with giving optimal cancer
treatment to the patient.

Paclitaxel is known to cause peripheral neuropathy. In a phase III trial of 225
patients treated with paclitaxel 5 patients (2%) developed grade 3 sensory neuropa-
thy; there was no reported grade 4 sensory neuropathy or motor neuropathy in any
patients.50 In a study of 67 patients treated with cabazitaxel, 17% developed sensory
neuropathy.54 In a phase I trial of 21 patients treated with cabazitaxel, 24% had tran-
sient neurosensory disorders. In the same trial no severe neurotoxicity was found in
any of the patients.55

Like paclitaxel Abraxane administration precipitates peripheral neuropathy in
patients. Paik et al. conducted a study with 25 patients receiving Abraxane over a 2-h
infusion compared to another patient group that infused Abraxane over 30min.51 In
the 2-h group treatment was discontinued in 5 patients (20%) due to toxic neuropa-
thy compared to 14 patients (36%) in the 30-min group. Grade 2 neuropathy was
present in 12% of patients in the 2-h arm and 33% of patients in the 30-min arm.
Grade 3 neuropathy was seen in 16% of patients in the 2-h arm as compared to 23%
of patients in the 30-min arm. Although Abraxane administration induces peripheral
neuropathy, this study suggests extending the infusion time of the drug as a poten-
tial way to lower the incidence and grade of peripheral neuropathy. In a phase II
clinical trial grade 2 and 3 peripheral neuropathy were reported in 19% and 11% of
patients, respectively, and no grade 4 neuropathy was noted; however 8% of patients
had to discontinue Abraxane treatment due to intolerable sensory neuropathy.49 In a
phase III trial Abraxane caused grade 3 peripheral neuropathy in 24 of 229 patients;
no grade 4 peripheral neuropathy or motor neuropathy was seen.50

Van der Hoop et al. conducted a study comparing the incidence of neurotoxicity
between different treatment groups with or without cisplatin.67 In the group without
cisplatin grade 2 neuropathy was seen in 3% of patients, and no grade 3 neuropathy
was reported. In the group receiving cisplatin as part of the chemotherapy regimen
grade 2 neuropathy was seen in 21% of patients, and grade 3 neuropathy was seen
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in 4% of patients. Total neuropathy was noted in 25% of patients in the group with-
out cisplatin and 47% of patients in the groups with cisplatin. Severe neurotoxicity
was seen in 4% of patients treated with cisplatin. This side effect was rare, but these
patients exhibited a sensorimotor neuropathy with walking disability leading to a
poor quality of life. From this study it is seen that adding cisplatin to a chemotherapy
regimen increases not only the incidence of neurotoxicity but also the severity of it.

Since taxanes and platinums are used frequently and are believed to be effective,
important concerns have been raised regarding the toxicities that they precipitate
such as hypersensitivity reactions, myelo-suppression, and painful peripheral neu-
ropathy. These harmful toxicities lead to dose reduction and treatment discontinu-
ation in patients.44 These patients are at a major disadvantage because their cancer
continues to grow stronger in absence of treatment. Defining the mechanisms of tox-
icities and potential targets for their amelioration has become a concern in an effort
to improve therapeutic regimens and efficacious treatment.

Classifications of CIPN based on the severity

CIPN is classified as an axonopathy, primarily of sensory fibers, hence its gradual
reversibility on cessation of administration.40 However recent studies suggest the
involvement of the cell bodies of the dorsal root ganglia, as well as glia, astrocytes,
and microglia. The pathogenesis of CIPN and the mechanism of associated pain are
not clearly defined, but preclinical and in vitro studies provide some insight regard-
ing how the development and progression of CIPN occurs. Ions such as potassium,
sodium, and calcium play a key role in the transmission of pain in the peripheral
nervous system.15

Kawakami et al. performed an experiment in rats to elucidate the effects of pacli-
taxel treatment on voltage gated calcium channels in the peripheral neurons.68 Treat-
ment with paclitaxel showed significant enhancement of calcium channels in dorsal
root ganglia neurons. These neurons are mediators in the pain pathway. Treatment
with paclitaxel also showed a much higher incidence of hyperalgesia and allodynia.

Increase in the number and activity of the calcium channels is thought to
evoke the pain response associated with CIPN. The actions of α2δ1 subunit of the
calcium channels are thought to play a part in the mechanism by which painful
peripheral neuropathy occurs.15 The subunit’s role is to upregulate expression of
calcium channels and increase calcium current density.69 In one study the level
of α2δ1 subunits of the calcium channels in dorsal root ganglia showed a signif-
icant increase in the paclitaxel-treated group.69 In a separate study by Xiao et al.

the levels of the α2δ1 subunit in dorsal root ganglia and dorsal spinal cord were
examined; the levels did not show a significant increase, but in the dorsal spinal
cord there were increased levels of this protein.70 Gabapentin is an antagonist of
the calcium channels located in the peripheral neurons and is found to bind to the
α2δ1 subunit.71 Gabapentin’s pharmacologic profile makes it a candidate to reverse
the increases in voltage-dependent calcium channels associated with paclitaxel
treatment. Gabapentin has been found to reverse hyperalgesia and reduce calcium
currents associated with peripheral neuropathy.69



�

� �

�

378 Chapter 24

The taxanes bind to β-tubulin to exhibit their effects in cancer cells, and β-tubulin
is abundantly represented in neurons as part of the FAT and retrograde axonal
transport (RAT) machinery.40 Taxane administration causes dysfunction of axonal
microtubules leading to disruption of the axoplasmic transport, eventually lead-
ing to interruption in axonal maintenance and retrograde trophic signaling.15,40

Mitochondrial injury is also related to pain associated with CIPN. Oxaliplatin and
paclitaxel-induced peripheral neuropathy are shown to cause decreased rates of
oxygen consumption and decreased production of ATP in mitochondria.72 It should
be noted that mitochondria in support of axonal transport needs and neurotransmit-
ter release are among the rare organelles found outside the cell body and transported
by energy-dependent FAT. It has been demonstrated that paclitaxel opens up
membrane pores of mitochondria, leading to calcium release. Excess calcium release
from mitochondria in the peripheral nervous system leads to activation of both
necrotic and apoptotic pathways and neuropathy.15,40 In addition, increases in the
number of the skin’s Langerhans cells, effective antigen-presenting cells, are seen
with administration of paclitaxel. This activation of these cells can lead to release of
nitric oxide, inflammatory cytokines, and the activation of inflammatory effectors
that contribute to painful neuropathy.

Prior or current treatment with platinums and taxanes, single dose amount, infu-
sion duration, and cumulative dosage are all factors contributing to severity and
incidence of CIPN.73 For example sensory neuropathy induced by cisplatin can be
delayed for weeks in its development after infusion of the drug,74 while oxaliplatin
causes painful neuropathy that manifests very quickly after infusion.75,76

Amelioration of pain: current status

Currently there is no available treatment that is clinically proven to help manage
the pain associated with CIPN. Although many studies are being conducted on how
to treat CIPN, the only current option is to lower the dose or discontinue treatment
with the causative agents until CIPN is reversed, prior to resuming treatment. This
highlights the compelling need to prevent or ameliorate CIPN because the etiological
factors causing these side effects are effective and necessary in anticancer treatment.
Below is a brief review of recent or current options being investigated.

Duloxetine
Duloxetine is a serotonin and norepinephrine reuptake inhibitor. Serotonin and
norepinephrine are key neurotransmitters in suppressing the transmission of pain
signals in the periphery.77 Although serotonin through 5-HT2A receptors has been
shown to sensitize peripheral pain receptors, it is thought to reduce spinal nociocep-
tive transmission through this receptor.15 A randomized phase III, double-blinded,
placebo-controlled trial evaluated the effectiveness of duloxetine in treating CIPN.
The patients treated with duloxetine reported an average decrease in pain of score
1.06 (95% CI, 0.72–1.40). The placebo group had a mean decrease in score of only
0.34 (95% CI, 0.01–0.66). In the duloxetine-treatment group, 59% of patients
reported a decrease in pain and 38% reported no change in pain.77 Based on the
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results of this study it seems that there is some benefit to duloxetine for helping
ease the pain associated with CIPN. Due to safety, tolerability, and an increase in
patients’ quality of life, the authors reported that the “study results strongly suggest
that duloxetine treatment is associated with a clinically meaningful improvement
in chemotherapy-induced peripheral neuropathic pain.”77 Further studies are
warranted to see if safe and effective pain relief can be achieved using duloxetine for
painful CIPN.

Acetyl-L-carnitine (ALC)
Acetyl-L-carnitine (ALC) is a naturally occurring compound that increases acetyl-CoA
in mitochondria to help eliminate toxic metabolic byproducts.78 ALC was found to
be beneficial in preventing mitochondrial injury due to paclitaxel and oxaliplatin
treatment.72 In a small phase II study 25 patients with grade 2 or 3 neuropathy
due to paclitaxel or cisplatin treatment received 1 g of oral ALC three times daily.79

Neuroprotective benefits were seen with sensory and motor improvement in
most patients. A larger, placebo-controlled trial also assessed ALC’s use in the
improvement of pain associated with CIPN. In this study 208 patients received ALC,
and 201 patients received placebo. Pain improvement scores were assessed after 12
and 24weeks. After 12weeks of ALC treatment, improvement in CIPN was negligible
and comparable to placebo. After 24weeks of treatment with ALC symptoms of CIPN
were actually worse, and the functional status of patients was lower than baseline.78

Several agents have been shown to prevent experimental vincristine neuropathy.
Similar to taxane and platinum-based compound-induced neuropathies, ALC
has been shown in animal models to be protective against vincristine-induced
neuropathies.78

BAK gel
A gel formed of 10mg baclofen, 40mg amitriptyline, and 20mg ketamine was
studied for its effect on reducing pain in CIPN. Baclofen is a GABAb receptor agonist
that leads to the inhibition of signals sent through first order afferent neurons.80

Baclofen has been shown to increase the pain threshold by inhibition of the neuronal
signaling.80 Amitriptyline is a tricyclic antidepressant with various mechanisms of
action that are thought to help decrease peripheral nerve pain. It inhibits voltage
gated sodium, potassium, and calcium channels and inhibits reuptake of nore-
pinephrine and serotonin.81 Amitriptyline’s action is seen to elevate peripheral
sensory thresholds in mechanical, heat, and cold stimuli.81 Ketamine is a NMDA
receptor antagonist, and phosphorylation of this receptor has been observed follow-
ing neuropathic injury.82 The combination of these three agents and their various
pharmacologic effects provides a synergistic effect on treating pain. Patients who
used this topical treatment showed a trend toward healing of sensory neuropathy;
improvement in symptoms, such as shooting pain and tingling in fingers and hands
and the ability to hold objects, was observed.83 There are potential problems for the
patient in being able to comply in using topical gel treatment for a more severe form
of painful CIPN. It would be a challenge to open up the tube, squeeze out the gel,
and apply the cream with so much pain in your hands. For mildly painful CIPN this
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treatment seems appropriate and useful. It may stop burning and tingling in hands
and feet soon after application.

Vitamin E
Vitamin E depletion is seen in sensory neuropathy and following treatment by neu-
rotoxic chemotherapeutic agents.84 There have been several studies attempting to
delineate the effectiveness of vitamin E for neuroprotection (Table 24.3). Argyriou
et al. found vitamin E to have neuroprotective effects in CIPN.85 This study used a
high dose of vitamin E, which may have helped. Pace et al. described a decrease in
paresthesia and deep tendon reflex alteration in patients taking vitamin E.86 However
the conclusions drawn by the authors may be overambitious considering the small
number of patients involved. Afonseca et al. described no difference between placebo
and vitamin E.87 This was supported by a larger study by Kottschade et al. where no
significant difference between vitamin E and placebo in providing neuroprotection
was found.88

Other combinations of natural supplements
In cisplatin-induced peripheral neuropathy in rats, combination of monosodium glu-
tamate with individual antioxidants including resveratrol, α-lipoic acid, and coen-
zyme Q10 demonstrated neuroprotective effects.89

Table 24.3 Vitamin E and chemotherapy-induced peripheral neuropathy (CIPN).

Study Vitamin E dose (mg), Results
frequency

Argyriou et al.85 300, Twice daily • Vitamin E group (n=20): 1 mild, 3 moder-

ate peripheral neuropathies

• Placebo group (n=15): 3 mild, 5 moderate,

3 severe peripheral neuropathies

Pace et al.86 400, Daily • Vitamin E group (n=17): decreased

tendon reflexes and parasthesias in 6

patients (35.3%)

• Placebo group (n=24): decreased tendon

reflexes and paresthesia in 13 patients

(54.2%)

Afonseca et al.87 400, Daily • Vitamin E group (n=18): 83% developed

peripheral neuropathy grade 1 or 2

• Placebo group (n=16): 68% developed

peripheral neuropathy grade 1 or 2

Kottschade et al.88 300, Daily • Vitamin E group (n=96): 34% developed

sensory neuropathy grade ≥2

• Placebo group (n=93): 29% developed

sensory neuropathy grade ≥2
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Oxaliplatin-induced painful peripheral neuropathy in mice appears to be medi-
ated at least in part via oxidative stress, an effect that was prevented by flavonoids.90

The potential utility of various natural products including vitamin E, ALC, glu-
tamine, glutathione, vitamin B6, omega-3 fatty acids, α-lipoic acid, and n-acetyl cys-
teine in CIPN were assessed in various clinical trials.91

Small molecule inhibitor
Recently we identified a dual ROS and NF-κB inhibitor small molecule(OT-404)
that effectively inhibits cancer cell proliferation and tumor angiogenesis of either
chemo-sensitive or chemo-resistant human cancer cells and also enhanced cancer
cell sensitivity to different chemotherapy in vitro and in nude mice implanted with
various human cancer cell types.92 These findings provided evidence for the poten-
tial of dual ROS and NF-κB inhibition in cancer management from the anticancer
efficacy standpoint as well as showed the potential in overcoming CIPN-associated
adverse effects.92

Summary and conclusions

CIPN is one of the common side effects of chemotherapeutic agents from the tax-
ane, vinca alkaloid, and platinum classes. It is considered a major dose-limiting effect
for many of these agents, which affects the course of efficacious cancer therapy.14

The incidence of CIPN varies according to the specific cancer and its stage, as well as
according to the class and number of chemotherapeutic agents being used. Based on
24 different clinical trials no agent has shown clear positive evidence to be recom-
mended at this stage for the management of CIPN. Consequently, the standard of care
for CIPN includes dose reduction and/or discontinuation of chemotherapy treatment,
which would compromise disease management.

The management of CIPN remains an important challenge, and clearly future
studies are required before reaching definitive recommendations for the use of
antioxidant or other supplements. However, based on the mechanisms involved
in CIPN, potent ROS and NF-κB inhibitors might have potential in managing the
efficacy of chemotherapy and adverse effects associated with it.

Multiple choice questions

1 What are the classes of chemotherapy associated with peripheral neuropathy?

a. Taxanes

b. Platinum

c. Vinca alkaloid

d. All of the above

2 Which statement is correct concerning chemotherapy-induced peripheral neuropathy

(CIPN)?

a. Inflammation does not contribute

b. Oxidative stress does not contribute

c. Chemotherapy dose reduction and/or discontinuation are required

d. Chemotherapy dose increase and continuation are allowed
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3 The major mechanism involved in CIPN is:

a. Suppression of oxidative stress and inflammation

b. Stimulation of oxidative stress and inflammation

c. Elevation of angiogenesis growth factors

d. Elevation of nerve growth factors

4 Common pathways involved in the development of CIPN may include:

a. Calcium overload

b. Calpain activation

c. NF-κB activation

d. Apoptosis

e. All of the above

5 The reversibility of CIPN suggests that it is primarily:

a. A neuronopathy

b. An axonopathy

c. A myelinopathy

d. b and c

e. “b” progressing to “a”

6 The most common manifestation of CIPN is:

a. Sensory

b. Motor

c. Autonomic

d. Sensory with secondary motor involvement

7 CIPN due to paclitaxel is compounded by:

a. Its dilutent Cremophor EL induces neuropathy

b. It has an extremely long half-life

c. It has a high incidence of hypersensitivity reactions (HSR)

d. a and c

8 Some of the limitations of paclitaxel have been overcome by nanoformulation. This is:

a. Docetaxel

b. Cabazitaxel

c. Abraxane

d. Bortezomib

9 Neurons are ideal targets of vinca alkaloid and taxane chemotherapeutics because these

agents target:

a. Neurofilaments

b. Microglia

c. Microtubule assemblies

d. Glial filaments

10 Inflammation associated with CIPN may be exacerbated due to involvement of:

a. Astrocytes

b. Microglia

c. Downstream cytokine elaboration

d. All of the above
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11 Evidence suggests that catecholamines may be associated with hyperalgesia transmission

because of:

a. A reduction in esterase activity

b. An increased synthesis of norepinephrine

c. A reduction in catechol-O-methyl transferase (COMT)

d. A loss of autonomic fibers

12 The cross-linking of DNA by platinum compounds likely results in neuropathy because:

a. Neurons will not divide

b. It results in protein deficits, thereby affecting maintenance

c. It results in mutations and promotes tumor growth

d. None of the above

13 Hypersensitivity reactions (HSR) to chemotherapeutics are believed to be due to:

a. Their being derived or partially derived from natural products

b. The vehicle

c. Contaminants

d. Albumin

14 Acute manifestation of HSR may include:

a. Chest pain

b. Bronchospasm and dyspnea

c. Hypotension

d. Urticaria

e. All of the above

15 Duloxetine is believed to reduce central pain transmission by:

a. Increasing serotonin release

b. Inhibiting serotonin reuptake

c. Acting as a direct serotonin receptor agonist

d. Inhibition of presynaptic monoamine oxidase
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THEMATIC SUMMARY BOX

At the end of this chapter, students should be able to:

• Describe the basic chemical composition of grapes, wines, and wine by-products

• Classify the phenolic compounds in grapes and wines

• List some phenolic molecules with health-benefiting properties

• Understand the meaning of dietary antioxidants

• Recognize the compounds present in grape extracts and its derivative products that may
contribute to its antioxidant and anti-inflammatory effects

• List the immune cells that could be modulated by grape extracts and its derivative
products

• Mention the steps in the cascade of activation of NF-κB, where grape extracts and its
derivative products may interfere

• List the advantages of novel green extraction processes

• Describe the major features and variables affecting pressurized extraction processes

• List some technologies for the concentration and purification of phenolics
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Bioactive compounds in grape, wine, and wine
by-products: phenolic compounds

Different groups of substances are present in grape, must, wine, and derived

by-products, which includes water, sugars, organic acids, nitrogen compounds,

minerals, vitamins, phenolic, and aromatic substances. Sugars, glucose and fructose,

are the most abundant ones in grape and must, and practically disappear in wine.

Organic acids possess a carboxylic group (–COOH) and sometimes an alcohol group

(–OH). Tartaric, malic, and citric acids play an essential role on the maturation of

berries and on the wine quality. When the grapes mature, the acid content decreases

while the sugar concentration increases. The most relevant nitrogen compounds are

amino acids, polypeptides, and proteins, which are the precursors of some volatile

compounds. The cations K+, Ca2+, Mg2+, and Na+ and the anions PO3−
4 , SO2−

4 , and

Cl− are the main minerals in grapes and wines. Vitamin C and small quantities

of vitamin B group are also present, essential for yeast to carry out the alcoholic

fermentation. Phenolic compounds are responsible for color, taste, and aroma of

grapes and wines. Some volatile compounds are present in grapes, whereas others

are formed during alcoholic and malolactic fermentations.

Epidemiological studies carried out by Renaud and de Lorgeril showed that the

consumption of 20–30 g alcohol/day could reduce the risk of coronary heart disease

(CHD) in France in comparison with other countries.1 This observation of low CHD

death rates despite high intake of dietary cholesterol and saturated fat was labeled as

“French paradox” (later also called “Mediterranean paradox” or “North–South para-

dox”). The specific mechanism of the “French paradox” has not yet been identified,

but the beneficial effects of moderate consumption of wine on cardiovascular system

are due to ethanol and phenolic content.2

Grapes (Vitis vinifera L.) are important sources of phenolic compounds. In grapes,

most phenolics are associated with skins and seeds, their content beingmainly depen-

dent on grape variety, berry ripening degree, vine growing methods, and other viti-

culture practices. Most of all phenolics in wine are originated in the grape berry,

and its concentration is influenced by the winemaking process or aging and storage

conditions.3 White wines present low phenolic content, since the skins and seeds are

separated from the juice. On the contrary, in red wine vinification, the musts are fer-

mented in the presence of solid parts, and finished red wines present higher phenolic

content, reaching 1500–3500mg/L.4

Phenolic compounds, as phytochemicals, play a major role in plants’ and vegeta-

bles’ defense systems, but particularly they are known to have several health-benefit

properties.4 According to the number of the basic units present in the molecule, phe-

nolic compounds can be classified as “simple phenols” and “polyphenols” if one or

several aromatic groups are present, respectively. Phenolic compounds in grapes and

wines can also be divided into two groups (Table 25.1): flavonoid and nonflavonoid

compounds. The antiradical and antioxidant properties are determined by the struc-

ture and by the position and degree of hydroxylation of the ring structure.

Flavonoids or proanthocyanidins are predominant in skins and seeds. The basic

carbon structure contains 15 carbons and is endowed with two aromatic rings linked

by a 3-carbon bridge. The most abundant classes of soluble polyphenols in grape
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Table 25.1 Classification of phenolic compounds from grapes and wines.

Flavonoids Nonflavonoids

Subclass Example Subclass Example

Catechins

(flavan-3-ols)

Catechin, epicatechin,

gallocatechin,

procyanidins, etc

Hydroxybenzoic acids

and derivatives

Vanillic acid, gallic acid,

vanillin, syringaldehyde,

etc

Flavonols Quercetin, kaempferol,

myricetin, etc

Hydroxycinnamic acids

and derivatives

p-coumaric acid, ferulic

acid, chlorogenic acid,

caffeic acid,

coniferaldehyde,

sinapaldehyde, etc

Anthocyanins Cyanidin, delphinidin,

peonidin, malvidin etc

Hydrolyzable tannins Gallotannins, ellagitannins

Condensed tannins,

derivatives

Oligomers and polymers

of flavan-3-diols (catechin

or epicatechin derivatives)

Stilbenes Resveratrol, piceid,

viniferin, etc

Other Tyrosol, hydroxytyrosol,

tryptophol, etc

berries are the condensed tannins or polymers of flavan-3-ol, followed by the antho-
cyanins, also located in the skin, allowing differentiating between red and white
grapes. Malvidin-3-glucoside is the most important in V. vinifera grape. The third main
group is flavonols, present as free forms inwines or bonded as glucosides, galactosides,
rutinosides (ramnose + glucose, as found in rutin) and glucuronides in grapes.

Predominant phenolic acids include hydroxybenzoic and hydroxycinnamic acids,
either occurring in the free or conjugated forms, usually as esters. Stilbenes are phe-
nolic compounds displaying two aromatic rings linked by an ethane bridge, and the
most abundant and well known is trans-resveratrol, a phytoalexin produced by plants
and mainly contained in the skins of grapes, with a broad range of health benefits.5

Red wine contains polyphenols that are present in the skin and seeds of grapes, and
some of the various phenolic antioxidants present in red wine (Figure 25.1) are the
most potent agent to protect health human.

The total phenolic composition was traditionally determined by specific spec-
trophotometric analysis; however, when the identification and quantification of each
substance is needed, a high-performance liquid chromatographic technique (with
refractive index, UV–vis absorption or fluorometric detection, or coupled to mass
spectrometry) is employed.

Antioxidant and anti-inflammatory properties
of grape extracts

Antioxidant properties
Dietary antioxidants have a broad scope and may be defined as substances in foods
that significantly decrease the adverse effects of reactive oxygen species (ROS) and
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Figure 25.1 Chemical structures of main phenolic compounds present in grapes and wines.
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Figure 25.2 Beneficial effects of grape and grape-derived products.

reactive nitrogen species (RNS) on normal physiological functions in humans. The
beneficial effects of grape and grape-derived products (Figure 25.2) have been asso-
ciated with the presence of bioactive components, such as the phenolic compounds
typically including resveratrol, anthocyanins, catechins, phenolic acids, and procyani-
dins. The in vitro and in vivo antioxidant properties of phenolic compounds have been
extensively reported.6–10
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According to the data gathered by Yang and Xiao, some in vitro and in vivo studies
suggest that grape phenolics may decrease the risk of cardiovascular disease through
the modulation of cellular redox state, prevention of low-density lipoprotein (LDL)
oxidation, improvement of endothelial function, lowering blood pressure and inflam-
mation, and inhibition of platelet aggregation.10 Furthermore, the cardioprotective
and vasoprotective properties mediated by grape phenolics may be associated with
their angiogenic, antihypercholesterolemic, antiatherosclerotic, antiarrhythmic, and
antidiabetic actions, with mechanisms involved in reduced ventricular remodeling
and increased cardiac functions.10 In general, these risk-preventing effects are claimed
to be related to the inhibition or decrease in oxidation reactions via scavenging ROS
and RNS.

The extracts obtained from grape, including pulp, skin, pomace, seed, and leaf
extracts, possess high free radical scavenging capacities, as measured by the assays of
oxygen radical absorbance capacity (ORAC), 2,2-diphenyl-1-picrylhydrazyl (DPPH),
2,2′-azino-bis(3-ethylbenzothiazoline-6-sulphonic acid) (ABTS), ferric reducing
antioxidant power (FRAP), crocin bleaching assay (CBA), and thiobarbituric acid
reactive substances (TBARS).6,8,9 Moreover, some complex phenolics also show
significant chelating activity on transition metal ions, which are known as lipid
peroxidation inducers. Regarding the different parts of grape, the highest scavenging
capacity was reported in grape seeds, followed by skin, and the flesh displayed the
lowest scavenging capacity.8

The antioxidant potential of phenolic compounds from grape has also been
demonstrated in various model systems, such as in rat liver microsomes, where the
antioxidant activity (ex vivo) of resveratrol, from grape skin and seeds, was associated
with the scavenging capacity against ROS, decrease in TBARS levels, and decrease
in DNA damage.6 Moreover, resveratrol was also reported to protect tissues from
oxidative stress when catechol estrogen-induced damage is present.6 Resveratrol is
widely recognized as an excellent antioxidant, mainly due to the high correlation
with its concentration and the antioxidant capacity of grapes.10

In the same sense, a positive correlationwas found between anthocyanin contents
and antioxidant activities of red grape extracts, grape juices, and red wines. Addition-
ally, anthocyanins from grape skin exhibited a decrease in TBARS and carbonyl group
levels in Wistar rats.6

Concerning other phenolic compounds, it was also reported that flavonoids from
Concord grape juice (CGJ) presented antioxidant effects in healthy adults (in vivo
experiment), where an increase in serum oxygen radical absorbance capacity was
observed, while plasma protein carbonyls and LDL oxidation decreased after the
intake of CGJ.11 Grape seed proanthocyanidins inhibited polyunsaturated fatty acid
peroxidation, presented higher scavenging capacity than vitamins C and E (in vitro
assay), and were reported to protect DNA against oxidative damage.7

It is reported that dietary intake of grape antioxidants may prevent lipid perox-
idation and inhibit ROS production.9 As an example, a 4-week dietary supplemen-
tation of grape seed extract (600mg/day) showed a decrease in oxidative stress and
improved the reduced glutathione (GSH)/oxidized glutathione (GSSG) ratio, as well
as the total antioxidant status in a double-blinded, randomized crossover human
trial.12 These authors suggest that grape seed extract may have a therapeutic role
in decreasing cardiovascular risk.
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Anti-inflammatory properties
Inflammation comprises a complex and highly variable set of processes that repre-
sent a response against cell injury, irritation, and pathogen invasions, as well as a
mechanism for eliminating damaged and necrotic cells.8 Under normal physiologi-
cal conditions, a short period of acute inflammation can overcome negative effects
on injured tissue. However, when inflammation becomes chronic or lasts too long,
it can be harmful and may lead to several diseases. In addition, it has been esti-
mated that approximately 15% of all cancers occur as a consequence of inflammatory
processes.13

Grapes and its derivatives have shown significant anti-inflammatory effects on
rats, mice, and humans, with the effect attributed to its phenolic content.8 The con-
tributive molecules may be resveratrol, anthocyanins, catechins, phenolic acids, and
procyanidins.8 It is important to note that the inflammatory process is orchestrated
by many molecules, and the modulation of one or a few could not be enough. At the
tissue level, the manifestations of inflammation, often called its cardinal signs, are
characterized by redness, heat, pain, swelling, and loss of function, which result from
local responses of immune, vascular, and parenchymal cells to infection or injury.

The acute inflammatory response rapidly delivers leukocytes and plasma pro-
teins to sites of injury. Neutrophils are the first cells to arrive at the affected location.
These cells clear the invaders through the production of an array of reactive species.
It has been shown that grapes and its derivatives modulate the inflammatory pro-
cess through the decrease in the reactive species production by inhibiting crucial
enzymes, as nicotinamide adenine dinucleotide phosphate (NADPH) oxidase or, as
discussed earlier, by the ability to scavenge ROS/RNS.8,14 Moreover, resveratrol, one
of the major phenolic compounds of grapes and red wine, modulates several human
immune cell functions, namely, in peripheral blood mononuclear cells, T lympho-
cytes, and natural killer cells.15 Within minutes of tissue injury, the immune cells
activate transcription factors such as nuclear factor-kappa B (NF-κB) and activator
protein-1 (AP-1), which are evolutionarily conserved eukaryotic transcription fac-
tors, acting independently or coordinately, that are responsible for the expression of
genes involved in inflammatory response.13

Given that NF-κB is a known redox-sensitive transcription factor, functioning
as proinflammatory signaling in the downstream of oxidative stress, finding a com-
pound that inhibits its activation could be an excellent alternative anti-inflammatory
agent. In this sense, the ability to inhibit the activity of NF-κB, in vitro and in vivo, of
various phenolic compounds of grapes, namely resveratrol, has been described in the
literature.13,16 In resting cells, NF-κB, which is composed mainly of two proteins, p50
and p65, is present within the cytoplasm in an inactive state, bound to its inhibitory
protein IκBα. However, a number of proinflammatory stimuli [cytokines such as
tumor necrosis factor (TNF)-α or interleukin-1 (IL-1), oxidative stress, and infectious
agents] can activate NF-κB in different cell types. These inflammatory stimulations
can initiate an intracellular signaling cascade leading to IκBα phosphorylation, by IκB
kinase (IKK) complex, with its subsequent dissociation from NF-κB and degradation
by the proteasome. Once liberated from its inhibitory protein, NF-κB translocates to
the nucleus (Figure 25.3). Nevertheless, several studies suggest that nuclear translo-
cation of NF-κBmay take place even in the absence of IκBα degradation.16 Grapes and
its phenolic components inhibit NF-κB activation by blocking some of the multiple
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steps of the above-mentioned cascade of the activation pathway of NF-κB. An inter-
esting work of Schubert et al. showed that red wine inhibited p65 nuclear translo-
cation, and that inhibition was accompanied by inhibition of p65 binding activity
in bovine aortic endothelial cell cultures.17 It seems that resveratrol is able to block
phosphorylation and degradation of IκBα, and subsequent nuclear translocation and
DNA binding of NF-κB subunits. In addition to the suppression of NF-κB, grapes and
its derivatives inhibited the activation of AP-1. The transcription factor AP-1 can be
produced by about 18 different dimeric combinations of proteins from the Jun and
Fos family, Jun dimerization partners (JDP1 and JDP2) and the closely related activat-
ing transcription factor (ATF2, LRF1/ATF3, and B-ATF) subfamilies, which are bZIP
proteins. The AP-1 activity controls both basal and inducible transcription of several
genes containing AP-1 sites (consensus sequence 5′-TGAG/CTCA-3′), also known
as TPA-responsive elements (TREs). The activation of AP-1 is mediated predomi-
nantly via the mitogen-activated protein kinase (MAPK) cascades (Figure 25.3).13

Once again, the anti-inflammatory activity of grapes could be attributed to the inhi-
bition of the activation of AP-1 or may be partially ascribed to the inhibition of the
associated upstream kinases. As example, pretreatment of human adipocytes with
grape powder extract for 1 h decreased TNF-α-mediated phosphorylation of c-Jun, a
component of AP-1 and a downstream target of Jun-NH2-terminal kinase (JNK).18

Some of the major phenolic compounds of grapes were also able to inactivate directly
or indirectly AP-1, such as resveratrol, quercetin, catechin among others.19
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Figure 25.3 General signaling mechanisms associated with inflammatory processes.
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Several studies have shown that activation of NF-κB and AP-1 is responsible
for increasing the expression of inflammatory cytokines such as TNF-α, IL-6, IL-1β,
IL-8, and monocyte chemoattractant protein (MCP)-1 and inflammatory proteins
such as toll-like receptor (TLR)-2.18 It has been observed that several phenolic
compounds of grapes were able to decrease the expression of these proinflammatory
cytokines/chemokines, in different cell types such as RAW macrophages, Jurkat
T-cells, and peripheral blood mononuclear cells. The molecular mechanisms involved
in the modulation of cytokine activity could be through the inhibition of transcrip-
tion factors NF-κB and AP-1 and reduction of MAPK activity.19 Once again, the
grape compound that had more impact on literature about this issue is resveratrol.
NF-κB and AP-1 were also responsible for the expression of other proteins apart
from cytokines, which initiate the inflammatory response such as cyclooxygenase
(COX)-2. COX-2 isoforms are associated with the production of prostaglandins
and thromboxanes (TXs), collectively termed prostanoids, formed after cleavage of
arachidonic acid from the cell membrane.20 The modulation of inflammatory process
by grape derivatives could also occur through the inhibition of COX-2 activity, which
was found to be reduced in the 2,4,6-trinitrobenzenesulfonic acid-induced colitis in
Wistar rats exposed to 1% grape juice.21 Inclusively, the grape derivatives, namely
grape seed proanthocyanidins, are considered promising agents against a broad
range of cancer cells due to its inhibitory effect on overexpression of COX-2 and
prostaglandin E2 receptors.9 Novel strategies of anti-inflammatory therapy are the
modulation of the cell growth and apoptosis processes. In addition, the inhibition of
cell cycle progression is a possible target for chemopreventive agents.

Apoptosis, a programmed cell death, is an important cellular process that par-
ticipates in the altered homeostasis of various pathophysiological conditions. Grape
extracts are able to induce cell death. Despite the importance of this issue to the
anti-inflammatory activity of grapes, the studies in literature about apoptosis and
cell antiproliferative effects are mainly in cancer cell lines. In fact, it is clearly demon-
strated that grape phenolics have some interesting effects as chemopreventives.10 This
effect of grape phenolic compounds could be interesting in the modulation of chronic
inflammation, since the induction of inflammatory cells’ apoptosis could result on
the resolution of inflammation. Nevertheless, there is a lack of information about the
effect of grapes and its derivatives in antiproliferative and apoptosis of inflammatory
cells. Once again, resveratrol is the most studied phenolic compound in this field.

Conventional and alternative solvent extraction
processes

The selective separation, recovery, and concentration of active components from
grape, grape products, and by-products are a key step to provide highly active and
increasingly demanded ingredients for functional foods, nutraceuticals, and pharma-
ceutical products. Solid–liquid extraction is a unit operation useful for the selective
separation of components from plant materials, based on the mass transfer of solutes
from a solid matrix to a fluid.

Traditional extraction processes using acetone, methanol, ethanol, and water
are widely employed for extracting phenolic components at atmospheric pressure.
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Toxicity concerns favor the use of ethanol–water mixtures and hot water although
yields and selectivity are not optimal. An influential variable is temperature, which
cannot be increased indefinitely, because instability of phenolic compounds may
occur by oxidation, hydrolysis, and isomerization. Other variables influencing the
yield, rate, and selectivity are the particle size, moisture content, and extraction time.

Conventional extraction with organic solvents may require large solvent volume
and prolonged times. Novel extraction techniques have been developed to overcome
these limitations and have been promoted by increasingly restrictive environmental,
toxicological, and health regulations. Improved efficient and selective novel extrac-
tion methods are based on the use of safer solvents and are performed under pres-
surized conditions, which can also be enhanced by intensification strategies, that is,
ultrasound and microwave. Table 25.2 summarizes these technologies reported to
extract phenolic compounds from grape products and by-products.

Table 25.2 Techniques proposed for the extraction of the phenolic fraction from grapes,

grapes products, and by-products and the major variables affecting the process.

Material/solutes Extraction technique Operational conditions

Grapes and grape pomace/PhC Conventional solvent

extraction

(CSE)

Pressure: atmospheric

Temperature: 25–50 ∘C
Time: 30–90min

Solvent: ethanol or methanol

water solutions

Grape pomace/PhC Ultrasound-assisted

extraction (UAE)

Pressure: atmospheric

Temperature: 40 ∘C
Time: 30min

Solvent: 50% aqueous ethanol

Frequency: 25 kHz

Grape pomace/PC Accelerated solvent

extraction (ASE)

Pressure: 6–10MPa

Temperature: 40–140 ∘C
Time: 20min

Solvents: acetone, ethanol, water

Grape pomace/PhC Enzyme-assisted

extraction (EAE)

Pressure: atmospheric

Temperature: 50 ∘C
Enzyme: cellulase, xylanase,

pectinase, protease

Time: 8 h

Grape seeds/SA, VA, GA, HBA,

PA, pCA, Q, C, EC, EGC, EGCG, R

Supercritical fluid

extraction (SFE)

Pressure: 20–35MPa

Temperature: 40–60 ∘C
Time: 240min

Cosolvent: 5–20% (w/w) ethanol

Grape pomace/ C, EC, K, M, R,

AC, CT

Pressurized hot water

extraction (PHWE)

Pressure: up to 1.5MPa

Temperature: 50–200 ∘C
Time: 5–30min

C, catechin; EC, epicatechin; EGC, epigallocatechin; EGCG, epigallocatechingallate; SA, syringic acid; VA,

vanillic acid; GA, gallic acid; HBA, p-hydroxybenzoic acid; PA, protocatechuic acid; pCA, p-coumaric acid;

PC, procyanidins; PhC, phenolic compounds; Q, quercetin; R, resveratrol AC: anthocyanins; CT: condensed

tannins; K: kaempferol; M: myricetin.
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Pressurized liquid extraction
Pressurized liquid extraction or accelerated solvent extraction is performed at
high temperature and pressure to maintain the solvent in liquid state, offering
improved mass transfer and lower solvent requirements than traditional extraction.
The structure, activity, and properties of the extracts are usually unaffected in an
oxygen and light-free environment, and microorganisms and enzymes may be
inactivated.

The adequate selection of pressure, temperature, solvent, solid/solvent ratio, and
time is required. Ethanol–water mixtures are less toxic and can be more efficient
than mixtures containing methanol or acetone. Thermal degradation of flavonoids
can occur at temperatures higher than 100 ∘C and for prolonged time. The develop-
ment of brown, polar, odoriferous, and antioxidant compounds at high extraction
temperatures suggested the participation of Maillard reactions in ethanolic and in
water extracts.

When the solvent used is water, subcritical water extraction, superheated water
extraction, high-temperature water extraction, and pressurized hot water extraction
(PHWE) are alternative names. Water exists in the subcritical state at 100–374 ∘C.
Most studies have been performed in batch processes, but a semicontinuous process
has also been developed to maximize the recovery of anthocyanins and procyanidins
from red grape pomace.22

High temperature decreases the dielectric constant of water, also enhances
diffusivities, facilitating the transport of solutes from the solid matrix, and may aid in
the breakdown of cellular constituents. However, a compromise with thermal degra-
dation must be reached. The release of hydroxycinnamates from cell walls is favored
by temperature, but anthocyanins can undergo degradation reactions. Stepwise
pressure/temperature increases can be useful to recover molecules with different
degrees of polymerization and structure, that is, galloylated compounds (50–100 ∘C),
flavanol dimers and trimers, and gallic acid (150 ∘C) and oligomeric fractions
(>150 ∘C).23

Supercritical fluid extraction (SFE) using CO2
Carbon dioxide under supercritical conditions, SC-CO2, shows favorable physico-
chemical and transport properties in comparison with conventional solvents. The
characteristics of the final product are improved by high selectivity, low processing
temperatures, and absence of solvent in extracts. SC-CO2 extracts are regarded as nat-
ural and do not require additional sterilization. The major disadvantages of SC-CO2

are the high pressure required and the poor solvent power because of its low polarity.
The economic feasibility of large-scale supercritical fluid extraction (SFE) oper-

ations for the recovery of phenolic compounds from grape seeds and bagasse was
confirmed.24,25

The careful selection of the most important variables of the SC-CO2 extraction is
recommended. Samples require proper drying without affecting the structure of the
solid or the thermal stability of the solutes. Mass transfer is facilitated by higher grind-
ing degree, but the performance of fixed beds during leaching could be limited by
too fine particles. Pressure and temperature determine the solubility equilibrium and
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solvent density increases with pressure, but beyond a certain threshold, the increased
solvent viscosity could reduce the diffusion coefficients. The presence of a modifier
increases the solvent density and its interaction with solutes. The commonly used
modifiers are alcohols (ethanol, methanol, isopropanol).

The extracts can be fractionated into multiple-stage separators. In addition a
stepwise increase in the pressure enables the selective extraction of compounds,
that is, the oil from grape seeds with pure SC-CO2; monomeric polyphenols with
methanol-modified subcritical CO2; dimers, trimers, and procyanidins with pure
methanol.26

Concentration and purification

Several technologies with different degrees of sophistication (including solvents,
resins, and membranes) have been used to obtain purified compounds or fractions
with biological activity from crude solvent extracts. A simple purification process
based on the sequential extraction of the raw materials or extracts with solvents of
different polarity has been applied to the extraction of antioxidant compounds from
plant foods.

Membrane processes offer advantages derived from the low-energy requirement,
no additives, mild operating conditions, separation efficiency, and ease of scaling up.
Ultrafiltration and nanofiltration have been used to concentrate aqueous extracts
from grape pomace. Ultrafiltration was proposed for tailoring grape anthocyanins
according to their molecular weight.27 The polymeric forms are recovered in the
retentates, whereas permeates contained low-MW compounds.28

Extraction followed by chromatographic separation was used for the purification
of oligomeric procyanidins.29 Liquors obtained by pressing distilled grape pomace
were refined by solvent extraction of concentrates and adsorption–desorption of per-
meates onto commercial polymeric resins.27

Conclusions

Undoubtedly, grapes and its derivative products are a reliable and rich source of phy-
tochemicals, whose individual and summated biological activities suggest potentially
beneficial effects for human health and as nutritional supplements and easily accessi-
ble sources of natural antioxidants and anti-inflammatory compounds. Nevertheless,
further research is required using the whole extracts of grape or grape derivatives in
order to understand the additive and synergistic molecular mechanisms of its bioac-
tive compounds in vitro and in vivo, instead of just its activity per se. It is also important
to clarify the mode and dosage of application that maximize the anti-inflammatory
benefits.

Novel extraction procedures using green nontoxic solvents are technically avail-
able and their implementation is recommended based on environmental, toxicolog-
ical, and functional perspectives.
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Multiple choice questions

1 The major phenolic compounds in grapes and wines are present in the lowest concentra-

tion in:

a. The skin

b. The pulp

c. The seeds

2 Grapes and its derivatives modulate the inflammatory process by:

a. Inhibiting NF-κB activity

b. Increasing COX-2 activity

c. The production of reactive species

3 In order to choose a selective solvent for extracting an apolar bioactive from grape

by-products to be incorporated into a nutraceutical product, which of these solvent

extraction process could you recommend?

a. Conventional dichloromethane extraction

b. Supercritical CO2 extraction

c. Enzyme-assisted aqueous extraction
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THEMATIC SUMMARY BOX

At the end of this chapter, students should be able to:

• Define oligomeric proanthocyanidins (OPCs)

• Show how OPCs scavenge free radicals and participate in vitamins C and E recycling

• Understand the health properties or beneficial actions of OPCs

• Describe the major mechanisms of OPCs on the disease prevention

• List the effects of OPCs on the cardiovascular system

• Know the major mechanisms of OPCs on the cancer prevention and therapy

• Describe the major pathways of OPCs as anti-allergy and anti-inflammatory agents

• Show the difference of the isotonic delivery system from tablets

Introduction

A free radical (FR) is an especially reactive atom or group of atoms that has one or
more unpaired electrons. After production, it exists for a brief period of time before
reacting to produce a more stable molecule. This high reactivity of FR empowers it
to target other molecules easily in the biological system such as human cells. It has
been estimated that each cell in the body suffers from about 10,000 FR “hits” every
day. These FR attacks may create a series of chain reactions, consequently inducing
a lot of damage until they can be terminated by antioxidants. The degree of cell or
organ damage often depends on how well the cells are protected by antioxidants
(Chapter 1). The imbalance of FRs and antioxidants leads to oxidative stress (OS),
which has been found to contribute to over 100 diseases or medical conditions as we
discussed in previous chapters, and a brief summary is shown in Figure 26.1.

Oxidative Stress and Antioxidant Protection: The Science of Free Radical Biology and Disease, First Edition.
Edited by Donald Armstrong and Robert D. Stratton.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.
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Figure 26.1 Oxidative stress contributes to many diseases.

Although the body or cells produce some antioxidants, we are largely dependent
on the diet to supply many antioxidants to scavenge or remove FRs produced in
the body. There are many dietary supplements of antioxidants including vitamins,
minerals, amino acids, and coenzymes. Vitamins C and E, selenium, and carotenoids
such as β-carotene, lycopene, lutein, zeaxanthin, and astaxanthin are commonly
used. These antioxidant dietary supplements are discussed in a great detail in other
chapters of this book. The major focus of this chapter will be on oligomeric proantho-
cyanidins (OPCs). It is our hope that the data or information summarized here will
provide an integrative picture about the characteristics of OPCs and their beneficial
actions on human health.

OPCs are plant-based flavonol compounds that are abundant in a variety of
flowers, hops, leaves, fruits, berries, and nuts of many plant species. They are
also found in beans and in red wine. OPCs are some of the best flavonoids and
have been used in clinics for many years. Given the depletion of soil in modern
agriculture and the damage of many antioxidants during food processing, nutritional
supplementation of antioxidants such as OPCs is becoming essential for reducing the
oxidative injury and improving health. Many clinicians are now recommending and
offering efficacious antioxidant supplementation including OPCs more frequently
since recognizing the deficient eating habits of their patients and the growing
scientific evidence behind oxidative stress and antioxidants. Among different OPC
food supplements, isotonic OPCs are isotonic-capable food supplements that are
made from a combination of bilberry, grape seed, red wine and pine bark extracts,
and citrus extract, consisting of OPCs, anthocyanins, resveratrol, and other phenolic
acids. It is now well accepted that isotonic OPCs provide exceptional nutritional
benefits to human health mainly due to antioxidant actions.
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The discovery of OPCs

In the winter of 1534–1535, the French explorer Jacques Cartier and his crew were
trapped for months by freezing weather during an expedition up the St. Lawrence
River. They had to spend the whole winter there, a fatal situation for them. Their
gums receded to the extent that they lost their teeth. Their skin turned blotchy; they
could not breathe well; and their legs became swollen, lost strength, and turned black.
Many of them died with much red fluid around their heart. Fortunately, they finally
got help from a native Indian. With his instruction, they made tea from the skin
and needles of a tree named “Aneda” (arborvitae). The men drank this liquid and
recovered within 1week! They were recommended to put a poultice of the decoction
on the afflicted body parts. In this way, the remaining crewmanaged to survive. They
all suffered from scurvy, a common affliction in the explorers at that time which had
no known prevention or cure.

In the mid-1900s, Dr. Jacques Masquelier of the University of Bordeaux read the
chronicle of Cartier’s and began a scientific study to discover the active components
in the pine bark that gave the lifesaving power. Dr. Masquelier found that pine bark
contains some components, which offered their own independent health-promoting
properties and enhanced the activity of vitamin C. He isolated OPCs and found that
OPCs are unique in their ability to work in both aqueous and lipid phase to provide
excellent antioxidant support.

The characteristics of OPCs

OPCs are phenolic compounds that exist in the form of flavan-3-ol units. Considering
monomers, catechin or epicatechin, as one bioflavonoid unit, compounds contain-
ing two and three monomers are called “dimers” and “trimers,” respectively. OPCs
are organic clusters of dimers, trimers, tetramers, and pentamers. It is known that
the larger proanthocyanidin clusters are not more effective. For example, tetramers,
but not hexamers of OPCs, inhibited lung angiotensin-I-converting enzyme.1 Poly-
meric proanthocyanidins are hard to pass the intestinal tract into the blood and so
do not have the same nutritional value. When we compare the chemical structure of
OPCs with vitamin C, we can see that the unique formula of OPCs can provide much
more free electrons to quench the FR reaction in terminating chain reactions. Studies
have shown that OPCs work synergistically to be up to 20 times more powerful than
vitamin C and 50 times than vitamin E in neutralizing free radicals.2 In addition, OPCs
from different plants work together well and synergistically improve other antioxi-
dant effects by donation of electrons to regenerate functional vitamins C and E in
the cells as shown as Figure 26.2. Some grape seed extract, red wine extract, or other
plant’s extract contain OPCs or proanthocyanidins. It has been shown that OPCs from
maritime pine bark extract (MPBE) can double the concentrations of superoxide dis-
mutase, catalase, and glutathione inside the cells.3,4

There is an isotonic form of MPBE available. MPBE is a natural plant extract from
the bark of the French maritime pine tree and the most clinically researched and
potent bioflavonoid. Most of the clinical results discussed in this chapter are from
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Figure 26.2 OPC is an electron donor that regenerates vitamins C and E and has direct action

on hydroxyl and lipid radicals.

MPBE. Isotonic OPCs can provide up to 90–98% absorption by oral drink, much
higher than tablets (10–40%), and exert maximum action to neutralize FRs.

The health-promoting properties of OPCs

With the knowledge of oxidative damage and understanding the chemical characters
of OPCs, we can understand how OPCs protect us from head to toe, inside out. These
beneficial effects of OPCs are as follows:

Maintain cellular health, protecting every cell from FR attacks
As shown in Figure 26.3, ROS react with vital cell components to induce cellular
membrane injury, protein cross-links, fragmentation, and DNA damage, which can
be prevented by antioxidants: vitamins A, C, and E; glutathione; ferritin; and others.
OPCs provide more electrons to FRs, which directly protects cells from injury. OPCs
also help to regenerate vitamins C, E, and A, indirectly neutralizing FRs to terminate
the corresponding chain reactions and the consequent vicious cycle. In this manner,
OPCs have the potential to more effectively prevent many chronic diseases associated
with FRs-induced injury compared to other antioxidants (Figure 26.3).
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Figure 26.3 Antioxidants provide electrons which prevent ROS reactions with vital cell

components. OPCs also help regenerate vitamin C, vitamin E, vitamin A, indirectly

neutralizing FRs to terminate corresponding chain reactions and the consequent vicious cycle.

Strengthen and repair connective tissue
Groups of cells are connected to one another with connective tissue, and collagens are
the most important component of this type of tissue. Improving collagen’s longevity
in an enzymatic environment is critical to the longevity of a good cellular and
tissue connection such as dentin bonding, vascular strength, and organ health,
which in turn maintains overall body health. OPCs have strong affinity to bind
collagen and elastin, inhibit collagenase, help collagen repair, and rebuild their
molecular connection correctly. One of the earliest discoveries about OPCs was their
ability to strengthen capillaries, which reduces capillary permeability and thereby
prevents the leakage and microbleeding from a number of injury factors. OPCs have
been proven to improve symptoms of chronic venous insufficiency by 80–90% and
used for this vascular disease in Europe for many years. OPCs may also effectively
cross-link collagen and improve its biological stability in time periods as short as 10 s.
The use of OPCs as a priming agent is a clinically feasible and promising approach to
improving the durability of current dentin bonding systems. In addition, OPCs are
taken as an oral cosmetic to help prevent and even reverse the wrinkles, which may
be due to their actions on connective tissue.

Improve blood circulation and reduce the risk of cardiovascular
diseases
Several mechanisms as discussed below are responsible for the protecting action of
OPCs from cardiovascular diseases (Figure 26.4):
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Figure 26.4 OPC protects the cardiovascular system through reduction of inflammation.

Protection of endothelial function
Endothelial function is considered one of the best indicators of vascular health.
OPCs significantly ameliorate endothelial function in metabolic syndrome patients
and healthy fatty diet volunteers, as shown by the significant increase in carotid
arterial blood flow and much better tissue perfusion. This was shown to be related
to the protection of endothelium from oxidant injury because 52% reduction of
C-reaction protein and enhancement of eNOS-mediated NO release were observed.
This endothelium-associated functional improvement might lead to vasodilation
including coronary artery, ultimately increasing blood flow and tissue perfusion.

Reduction of low-density lipoprotein (LDL)
It has been reported that oxidation of low-density lipoprotein (LDL) plays the critical
role in the pathogenesis of atherosclerosis. OPCs lower the LDL level and also prevent
LDL oxidation, which blocks cholesterol deposits in macrophages or vascular cells
and consequently stops the formation of “foam” cells and atherosclerotic plaques.
In addition, OPCs can combine with omega-3 polyunsaturated fatty acids (PUFA)
supplementation to reduce the narrowing of coronary artery from 80% to 46% in
3months, as shown in one of our patients suffering from coronary atherosclerosis.

Inhibition of platelets aggregation
The platelet accumulation at the sclerotic plaque area is one of the major risk factors
for heart attack and stroke. OPCs inhibit adhesion and aggregation of platelets by
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inhibition of the activity of 5-lipoxygenase and the formation of thromboxane A2
and other clotting compounds. This action of OPCs prevents thrombus formation and
reduces the risk of embolism. OPCs aremore efficient than aspirin for the inhibition of
smoking-induced platelet aggregation without the common risk of increased bleeding
as with aspirin.5

Antidiabetic actions
OPCs in MPBE have been shown to significantly lower the fasting plasma glucose
level and improve postprandial hyperglycemia without increase in the insulin level
in type II diabetes patients. MPBE also exhibited the most potent inhibitory action
on alpha-glucosidase compared to green tea extract (∼4 times) and to the diabetes
control drug acarbose (∼190 times). It also significantly improves the LDL in type II
diabetes patients and enhances endothelial function. Furthermore, lower urinary
albumin level as a marker of end-stage renal disease was observed at 8weeks in
OPCs-treated type II diabetes patients, indicating improvement of diabetic complica-
tions. Another clinical trial with 1289 type II patients has shown that MPBE improves
capillary resistance and reduces leakage into the retina, contributing to the benefi-
cial action on this common diabetic complication. In addition, OPCs in MPBE also
improve ulcer healing in diabetic microangiopathy. Apart from these actions on type
II diabetic patients, both isotonic OPCs and OPCs in MPBE show the beneficial action
on type I diabetes patients by clinical observations and in animal models.6

Lowering blood pressure
OPCs have been demonstrated to lower systemic blood pressure in hypertensive
animal models and patients. The mechanisms by which OPCs reduce blood pres-
sure are related to NO release mentioned earlier, relaxation of systemic arteries
(∼78% relaxation of contracted arteries), and inhibition of angiotensin-converting
enzyme. Proanthocyanidins also decrease thromboxane A2 level by the inhibition of
thromboxane A2 biosynthesis, which reduces endogenous vasoconstriction during
pathological conditions such as hypertension. In addition, OPC-mediated inhibi-
tion of platelet activation can help maintain normal blood viscosity and vascular
resistance, thereby lowering blood pressure.

Prevention of heart attack
Numerous reports have shown that OPCs and resveratrol improve the survival of
ischemia–reperfusion injury during heart attack. OPCs supplementation enhances
the SOD activity increasing superoxide dismutation. In a recent human study,
2-month treatment of an isotonic OPC food supplement was found to significantly
increase the left ventricular ejection fraction in patients with metabolic syndrome.7

Taken together, OPCs have strong beneficial action on the cardiovascular systems
to prevent common diseases such as hypertension, atherosclerosis, and diabetic vas-
culopathy. A healthy heart and circulatory system are essential to the maintenance
of cellular or organ functions, given the role of providing oxygen and other nutrients
to every cell in the body. The combination of isotonic OPCs with multivitamins and
omega-3 PUFAs is considered as a very efficient supplementation to help maintain
cardiovascular health.
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Immune and inflammation regulation
It is well known that FRs play a critical role in the inflammatory propagation and
immune regulation. OPCs, as some of the most potent FR scavengers, can interact
with different molecules involved in the inflammatory response or immune reaction.
For example, allergy is a common medical problem in the United States, and aller-
gic rhinitis has affected the life quality of more than 50 million Americans. Asthma
is one of major diseases requiring visits to the emergency department, which may
result in missed days of school for children and of work for adults. Isotonic OPCs
with resveratrol and multivitamins together can significantly reduce the symptoms
of allergic diseases and largely improve the life quality as adjunct treatment or even
replacement of medicine. This beneficial effect of OPCs might be produced by at
least four mechanisms. First, OPCs reduce the production of histamine by the inhi-
bition of histidine decarboxylase, which catalyzes the synthesis of histamine from
the amino acid histidine. Second, OPCs block the histamine release from mast cells
(by 72%), which is mediated through the FR scavenging properties of OPCs. Third,
OPCs are able to increase the uptake and reuptake of histamine into storage granules,
where it is ineffective at causing allergic symptoms. All these show that OPCs prevent
histamine’s release from the mast cells, which is more efficient than strategies that
target the receptors of histamine on the effector cells. Fourth, OPCs decrease the acti-
vation of inflammatory cells and thereby reduce the inflammatory cytokine release
such as IL-4, IL-5, IL-13, and TNF-α. They also inhibit cyclooxygenase-2 (Cox-2),
blocking the inflammatory response to different stimuli or danger factors. In our
own studies, isotonic OPCs combined with other isotonic antioxidants, resveratrol,
and multivitamins are effective against allergies in many patients without side effects
such as drowsiness, dry membranes, and secondary infection induced by often used
conventional medications including steroid. This combination also improved lung
function and helped reduce the dosage of oral steroid in some asthma patients and
even discontinued the use of rescue inhalers in some patients.

Furthermore, a recent human study has shown that oral isotonic OPCs for
2months significantly decrease the blood level of the inflammation biomarker,
C-reaction protein, by 52% in patients with metabolic syndrome. We have also
observed the significant benefits of isotonic OPCs for patients suffering from allergic
rhinitis, sinusitis, asthma, and arthritis including rheumatoid arthritis. In addition,
OPCs in MPBE significantly prevent the cramps and muscular pain in normal sub-
jects, venous-deficiency patients, athletes, claudicants, and diabetic macroangiopathy
patients.

In animal experiments, OPCs dose-dependently reduced histamine release from
rat peritoneal mast cells (RPMC) triggered by anti-DNP IgE and also inhibited the pro-
tein expression and secretion of TNF-α and interleukin-6 in anti-DNP IgE-stimulated
RPMC. Moreover, OPCs decreased anti-DNP IgE-induced calcium uptake into RPMC
and suppressed nuclear factor-kappa B activation, which consequently reduced the
inflammatory response or immune reaction.

Prevention of cancer and as an adjunct to cancer therapy
It has been reported that any type of cancer is associated with the modifications
of 300–500 human genes, and that the deregulation of cell signaling pathways at
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multiple steps leads to cancer phenotype. Thus, a proper management of tumori-

genesis requires the development of multitargeted therapies. Several adverse effects

associated with current cancer therapies and the thirsts for multitargeted safe anti-

cancer drug instigate the use of natural polyphenols. It is well accepted that OPCs

may have a blend of anticarcinogenic, proapoptotic, antiangiogenic, antimetastatic,

immunomodulatory, and antioxidant activities. The actions and related mechanisms

of OPCs used for tumor preventions include the following:

(a) OPCs help protect against the very early causes of cancer by (i) Neutralizing

cancer-causing FRs and in this way protecting against the DNA damage by

hydroxyl radical, decreasing FR-induced NF-κB activation, and preventing

activation of oncogenes. (ii) Inactivating carcinogens by an increase in some

enzymes that detoxify carcinogen. For example, OPCs inhibit the formation

of reactive metabolites that are produced from NNK, a nitrosamine present in

tobacco and very mutagenic and carcinogenic. (iii) Boosting the immune system

so that any mutated cells can be destroyed before becoming cancerous. This

action may be produced in several ways such as enhancing production of NK

cells, protecting the existing immune components from injury, and restoring the

decreased levels of certain protective cytokines.

(b) OPCs inhibit tumor growth and induce apoptosis of different human cancer cell

lines in vitro and in vivo. The cancer cell proliferation was reduced and even com-

pletely inhibited by OPCs in a dose-dependent manner. The beauty is that OPCs

inhibit the growth of breast, stomach, and lung cancer cells, but maintain the

growth and viability of normal cells. Induction of apoptosis or cell cycle arrest

can be an excellent approach to inhibit the promotion and progression of car-

cinogenesis. OPCs from grape seeds even induce apoptosis of up to 75% tumor

cells with high metastasis character in vivo and in vitro in only 48h.

(c) OPCs attenuate the metastasis of human oral, prostate, breast, and colon cancer

cell lines. This may be due to reduction of the tendency of cancer cells to stick

together and adhere to other sites. In addition, by downregulation of both vas-

cular endothelial growth factor and angiopoietin, OPCs inhibit angiogenesis in

growing tumor, which is important in supporting tumor cell proliferation and

metastasis.

(d) In addition, OPCs can effectively reduce the damage to human liver cells induced

by chemotherapy. Therefore, OPCs are very helpful as adjuncts to cancer

chemotherapy. We observed that pretreatment with isotonic OPCs combined

with isotonic resveratrol significantly protected cancer patients from hair loss

and a decrease in white blood cells during chemotherapy. In combination with

other therapies, OPCs have helped to save many patients’ lives from several

end-stage cancers and also significantly improved their life quality.

Antiaging and aging-related diseases
Living better and longer is a dream of most people. It has been reported that

FRs play a critical role in aging and aging-related degenerative diseases. In some

studies, OPCs were found to delay the aging process and to extend the life span of

senescent-accelerated mice. OPCs and resveratrol also produce beneficial action on
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aging-related diseases such as Alzheimer’s disease, Parkinson’s disease, Huntington’s
disease, epilepsy, atherosclerosis, hypertension, and end-stage renal diseases.

Dosage and safety

The effective dosage of OPCs varies with the goal and the individuals. A dose of
100–300mg (2–4mg/kg) a day is mostly often recommended for the prevention
of chronic inflammation and cardiovascular diseases as well as in adjunct therapy.
A dose of 2–4 g/day is the dosage that produces significant benefit for cancer patients.
Animal studies did not find any toxicity effects at 50–200 times these routine human
dosages for 3months or for 1 year.

Why isotonic?

The absorption of flavonoids in humans is a complex process. For example, the
monomeric flavonoid constituents such as anthocyanins, catechin, quercetin, and
hesperidin appear in the blood stream, and their metabolites subsequently appear
in the urine within the first 2 h.8,9 OPCs in MPBE can be completely absorbed into
the blood stream, but it requires up to 8h.9 Isotonic OPCs have the same osmotic
pressure as body fluid. Such isotonic nutritional supplements can be digested more
quickly and efficiently, and they are distributed throughout the body faster with
higher bioavailability than other formulations (Figure 26.5). Also, the buffer of
isotonic OPCs protects nutrients from hydrochloric acid-mediated degradation in
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Figure 26.5 An isotonic liquid formulation provides much better absorption of OPC than other

formulations.10 (Vijayalakslakshmi Nandakumar and Santosh K. Katiyar 2008. Reproduced

with permission.) (See color plate section for the color representation of this figure.)
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the stomach. In addition, an isotonic solution works as already digested food that
trigger osmoreceptors located at the distal end of the stomach, which opens the
duodenal sphincter, releasing the isotonic OPCs into the duodenum in minutes. The
antioxidant benefits of isotonic OPCs have been observed in 10min in human and
maintain a higher level for 4 h, which is much faster and more efficient to produce
antioxidant action compared to tablets.7

Multiple choice questions

1 Oligomeric polymer means

a. single monomer

b. a few monomers

c. Many monomers

2 In restoring the antioxidant properties of vitamins C and E, oligomeric proanthocyanidins act

as electron:

a. Donors

b. Acceptors

3 Isotonic means

a. Equal blood pressure

b. Equal osmotic pressure

c. Equal temperature
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Superoxide dismutase mimics and
other redox-active therapeutics
Ines Batinic-Haberle and Artak Tovmasyan
Department of Radiation Oncology, Duke University School of Medicine, Durham, NC, USA

THEMATIC SUMMARY BOX

At the end of this chapter, students should be able to:

• Understand the redox character of biological processes comprising cellular redoxome

• Understand the role and mechanism of action of superoxide dismutases

• Explain what is an SOD mimic and describe how to design SOD mimics and explain its
therapeutic relevance

• Explain the complexity of the reactivities of SODmimics versus specificity of SOD enzymes
toward superoxide

• Understand the relevance of SOD mimicking in vivo in normal versus cancer cell

• Describe different classes of SOD mimics and other redox-active drugs that are not SOD
mimics but SOD mimicking constitutes the basis for their therapeutic effects

List of abbreviations
SOD Superoxide dismutase
Peroxynitrite ONOO− +ONOOH, but given its pKa =6.6 at pH 7.8, peroxynitrite
exists predominantly as ONOO−

O•−
2 Superoxide

•NO Nitric oxide
CO•−

3
Carbonate radical

MnP Mn porphyrin
(H2O)2MnIIIP Mn(III) diaqua porphyrin
(H2O)MnIIP Mn(II) monoaqua porphyrin
Note: When cationic porphyrins bear 5+ charge, they have Mn in +3 oxidation
state (MnIIIP5+) and with 4+ total charge Mn is in +2 (MnIIP4+) or +4 oxidation states
(O=MnIVP4+). Also note that in the formulas below 2, 3, and 4 relate to ortho, meta,
and para isomers, respectively
MnT-2-PyP+ Mn(III) meso-tetrakis(2-pyridyl)porphyrin

Oxidative Stress and Antioxidant Protection: The Science of Free Radical Biology and Disease, First Edition.
Edited by Donald Armstrong and Robert D. Stratton.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.
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MnTAlkyl-2(3, 4)-PyPs Mn(III) meso-tetrakis(N-alkylpyridinium-2(3, 4)-yl)porp-
hyrins (Note that alkyl=methyl for AEOL10112; alkyl=ethyl for AEOL10113 aka
BMX-010 aka FBC-007)
MnTnBuOE-2-PyP5+ Mn(III) meso-tetrakis(N-(n-butoxyethyl)pyridinium-2-yl)
porphyrin (BMX-001)
MnTDE-2-ImP5+ Mn(III) tetrakis(N,N′-diethylimidazolium-2-yl)porphyrin (AEOL
10150)
MnHalTAlkyl-2(3,4)-PyP5+s Mn(III) β-halogenatedmeso-tetrakis(N-alkylpyridinium
-2(3,4)-yl)porphyrins
MnTAlkoxyalkyl-2-PyP5+s Mn(III) meso-tetrakis(N-alkoxyalkylpyridinium-2-yl)
porphyrins
MnTAlkoxyalkyl-3-PyP5+s Mn(III) meso-tetrakis(N-alkoxyalkylpyridinium-3-yl)
porphyrins
MnTN-sub-2-ImP5+s Mn(III) meso-tetrakis(N-substituted imidazolium-2-yl)
porphyrins
M40403 Cyclic polyamine
MnTBAP3− Mn(III) meso-tetrakis(4-carboxylatophenyl)porphyrin
MnIIIBr8TCPP

3− Mn(III) β-octabromo-meso-tetrakis(4-carboxylatophenyl)porphyrin
(also MnIIIBr8TBAP

3−)
MnTSPP3− Mn(III) meso-tetrakis(4-sulfonatophenyl)porphyrin
MnIIIBr8TSPP

3− Mn(III) β-octabromo-meso-tetrakis(4-sulfonatophenyl)porphyrin
MnIIBr8TM-4-PyP4+ Mn(II) β-octabromo-meso-tetrakis(N-methylpyridinium-4-yl)
porphyrin
MnBr8TM-3-PyP4+ Mn(II) β-octabromo-meso-tetrakis(N-methylpyridinium-3-yl)
porphyrin
[MnBV2−]2 Mn(III) biliverdin
MnIIIC Mn(III) corrole
MnIVC Mn(IV) corrole
MnDiM-4-PyMAn-corrole3+ Mn(III) meso-trans-di(N-methylpyridinium-4-yl)-
mono(anisyl)corrole
MnTrF5Ph-β(SO3)2-corrole

2− Mn(III) meso-tris(pentafluorophenyl)-β-bis(sulfonato)
corrole
Salen N,N′-bis-(salicylideneamino)ethane
EUK-8 Mn(III) salen
FeP Fe porphyrin
(OH)(H2O)FeIIIP Fe(III) monohydroxo monoaqua porphyrin
(OH)FeIIP Fe(II) monohydroxo porphyrin
FeTE-2(or 3)-PyP5+ Fe(III) meso-tetrakis(N-ethylpyridinium-2(or 3)-yl)porphyrin
FeTM-4-PyP5+ Fe(III) meso-tetrakis(N-methylpyridinium-4-yl)porphyrin
FeTnBuOE-2-PyP5+ Fe(III) meso-tetrakis(N-(n-butoxyethyl)pyridinium-2-yl)por
phyrin
FeTSPP3− (Fe(III) meso-tetrakis(4-sulfonatophenyl)porphyrin
FeTMSP7− Fe(III) meso-tetrakis(2,4,6-trimethyl-3,5-disulfonatophenyl)porphyrin
Tempol 4-OH-2,2,6,6,-tetramethylpiperidine-1-oxyl
Mito-CP Mito-carboxypropyl
MitoQ Mitochondrially targeted redox cycling quinone
E1/2 Half-wave reduction potential
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NHE Normal hydrogen electrode
HIF-1α Hypoxia inducible factor-1
NF-κB Nuclear factor-κB
AP-1 Activator protein-1
TF Transcription factor
Nrf-2 Nuclear factor (erythroid-derived 2)-like 2
VEGF Vascular endothelial growth factor
PTEN Phosphoinositide 3-phosphatase
Trx Thioredoxin
HO-1 Hemeoxygenase-1
CAT Catalase
IL Interleukins
GPx Glutathione peroxidase
GST Glutathione S-transferase
GR Glutathione reductase
MCP-1 Monocyte chemoattractant protein-1
TD50 Median toxic dose of a drug at which toxicity occurs in 50% of cases

Introduction – redoxome

Major metabolic pathways such as mitochondrial respiration, Krebs cycle, glycolysis,
fatty acid oxidation, and actions of endogenous antioxidants are redox based and
involve electron shuttling among the biomolecules (Figure 27.1).

The physiological redox environment is maintained by an interplay/balance
between the endogenous antioxidative defenses of low-molecular weights (e.g.,
glutathione (GSH), cysteine, ascorbic acid, tetrahydrobiopterin, tocopherol, NADPH)
and high-molecular weights (e.g., SOD enzymes, catalases, GPx, GR, GST, per-
oxiredoxins) and reactive species (Figure 27.2). It is critical to note here that not
all reactive species are radicals, that is, have unpaired electrons. Highly reactive
nonradicals are peroxynitrite (both protonated and unprotonated forms present
in vivo, ONOOH+ONOO−, pKa = 6.14); adduct between peroxynitrite and CO2,
ONOOCO2

−; hydrogen peroxide (pKa =11.65, deprotonated species, HO2
− is much

more reactive yet present at very low levels in vivo); hypochlorite (pKa = 7.5, proto-
nated and deprotonated forms are present in vivo, HClO+ClO−); thiols (protonated
and deprotonated species RSH+RS− are present in vivo (GSH has pKa = 9.2, protein
thiols have pKa ∼ 8.5, but many proteins have domains that lower the pKa so that
under physiological conditions they are deprotonated and thus more reactive); and
ascorbate (with pKa = 4.2 it is present in vivo predominantly as monodeprotonated
HA−). Among radicals there are superoxide radical, O•−

2 (pKa =4.8); nitric oxide, •NO;
carbonate radical, CO•−

3
; nitrogen dioxide radical, •NO2; hydroxy radical •OH; thiyl

radical RS•; ascorbyl radical, HA•; metal ions, such as Cu2+, Mn2+/3+, Fe2+/3+, and
so on. Rather than using term “free radicals,” the reader is advised that it is safer to
use the term “reactive species.” It is then again more correct to use “reactive species”
than “reactive oxygen species” and “reactive nitrogen species,” as often particular
species, such as •NO and ONOO−, belong to both categories. The interplay between
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Electron transport chain

Redox signaling

NADPH oxidase

Glycolysis

β-Fatty acid oxidation

Krebs cycle

•NO synthesis

Liver detoxification

Redox-based
regulation of cellular

metabolism
involves electron shuttling and

may become source of
reactive species

Figure 27.1 Cellular metabolism is redox controlled. Listed are some of the major metabolic

pathways that involve electron shuttling among biomolecules. Some of the electron shuttling

would eventually, intentionally (supporting signaling pathways) or not (such as mitochondrial

respiration at complexes I and III where electron from ubiquinol would hit the surrounding

oxygen and reduce it one-electronically to O•−
2 ), give rise to reactive oxygen, nitrogen, sulfur,

selenium, and chlorine species (RS). Endogenous antioxidative defenses, for example, catalase,

families of superoxide dismutases (SOD), glutathione peroxidases (GPx), and peroxyredoxins,

are in charge of maintaining low nanomolar levels of reactive species (RS), that is,

physiological redox environment (Figure 27.2). If levels of RS increase, as a consequence of cellular

injury, a cascade of signaling events are upregulated with the goal to restore normal redox environment.

Redox-active pathways along with reactive species and endogenous low- and high-molecular antioxidants

are now recognized as redoxome and define cellular redox environment. Redoxome is as critical for

cell metabolism as are proteome and genome.

antioxidants and reactive species unambiguously involves electron shuttling. Any
perturbation in the balance between RS and antioxidants, resulting in diseased cell,
leads to an increase in the levels of reactive species above the nanomolar levels – the
condition best described and widely recognized as oxidative stress. In order to restore
the normal redox environment (i.e., heal the cell), the appropriate redox-active sig-
naling pathways get activated. Often the signaling cascades would involve the ampli-
fication of initial oxidative insult (inducing secondary oxidative stress), which may
either lead to cell healing, if of modest magnitude, or cause the cell death if excessive.
It is only natural that the re-establishment of physiological redoxome may be best achieved with

those drugs that are redox active and whose redox properties are biologically compatible, that

is, that can easily exchange electrons with components of redoxome. The redox-active com-
pounds are frequently those bearing metal sites where reactions of interest occur.
Indeed, major endogenous antioxidative defenses (e.g., families of SODs, family of
catalases, cytochrome P450 family of enzymes, and heme oxygenase), as well as those
systems producing reactive species critical for resolving injuries (e.g., nitric oxide syn-
thases and NADPH oxidases) have metals at their active sites. The one-electronically
reduced oxygen, the superoxide O•−

2 , is produced under physiological levels at several
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Balance between reactive species and endogenous antioxidants
controls cellular redox environment-redoxome

GSH

TRx

SOD

CAT
GPx GT

Car
TOH

UA

AA

REDOXOME

RO.

RO2

HO.

NO

ONOO− CO3
−

1O2

O2
−

HCIO

L.

NO2

H2O2 RO2H

Fe2+

O2
−

DHLA

NAD(P)H

FADH2

CoQH2

Figure 27.2 Redox-active molecules, reactive species, and antioxidants. Redox-active

molecules/species (some of them listed here) and their involvement in redox-based pathways

comprise the cellular redoxome. Redoxome is maintained by oxidation/reduction reactions,

that is, electron shuttling; it is only natural that redox-active drugs may be best suited to

restore it when perturbed in diseases. (See color plate section for the color representation of this figure.)

sites, one of them being mitochondrial respiration, that is, electron transport chain
shown in Figure 27.1. Some of the other sources including the family of NADPH
oxidases are listed in Figure 27.3.

Superoxide dismutases

The most crucial enzymes of the first-line defense against oxidative stress in all
living organisms are members of the family of superoxide dismutases. Three iso-
forms exist in mammalian organisms: (i) extracellular CuZnSOD; (ii) cytosolic and
intermembrane space CuZnSOD; and (iii) mitochondrial matrix, MnSOD. Some
other organisms have other SODs with Fe or Ni at active sites.1 Life is not possible
without MnSOD, knockout mice live only few hours after birth, while heterozy-
gous mice, with 50% less of MnSOD, have age-dependent increase in oxidative
DNA damage. The CuZnSOD knockout mice exhibit accelerated aging and higher
incidence of tumors. All three isoforms catalyze the dismutation of superoxide, O•−

2 .
The dismutation describes the disproportionation of O•−

2 into its one-electronically
oxidized, oxygen, O2 in the first step (Eq. (27.1)) and one-electronically reduced
form, hydrogen peroxide, H2O2 in the second step (Eq. (27.2)). Both the oxidation
and reduction steps of superoxide dismutation, along with concomitant reduction
and re-oxidation of enzyme (whereby enzyme/catalyst is recovered) happen at the
same diffusion-limited rates of ∼ 109M−1 s−1. Both rates are identical because the
electron transfer happens at the metal-centered reduction potential (E1/2), which
is at the midway between the potential for O•−

2 oxidation at −180mV versus NHE
(normal hydrogen electrode) and potential for O•−

2 reduction at +890mV versus
NHE; in turn both reactions, described by equations (27.1) and (27.2), have the
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Other systems producing O2
.− in vivo

AutooxidationHeme proteins

Oxidases and oxygenases

Nucleus electron transport (of unknown
function) in the presence of NADH or NADPH

Microsomal electron transport (Cyt P-450)
in the presence of NADPH

Xanthine oxidase (transfers e− to O2)

D-amino acid oxidase (oxidizes unwanted amino acids (transfers e− to O2))

Urate oxidase (converts urate to allantoin)

NADPH oxidases (transfers e– to O2)
Proline, lysine and tyrosine hydroxylases

Nitric oxide synthase – when uncoupled

Reactions in the presence of oxygen
(catalyzed by metals)

Heme –Fe2+–O2 ↔ Heme –Fe3+–O2
.−

(occasionally O2
.− leaves Heme–Fe3+)

Figure 27.3 In addition to the electron transport chain, several other metabolic pathways

(some of which are listed here) produce superoxide and subsequently its progeny and

contribute to oxidative stress. The O•−
2 production via such pathways is enhanced if redox

environment is perturbed. Some enzymes would produce superoxide under pathological

conditions such as family of nitric oxide synthases (NOS), and some would produce under

both pathological and physiological conditions such NADPH oxidases. For example, family of

nitric oxide synthases produces •NO under physiological conditions; yet in the absence of

reducing equivalents (tetrahydrobiopterin) such as in case of oxidative stress, they would

produce O•−
2 . Under oxidative stress and with excessive •NO production, the action of

cytochrome oxidase complex IV, the terminal enzyme of ETC, may be blocked due to the

nitrosylation of the Fe protoporphyrin active site.

same magnitude of thermodynamic facilitation.2 Expressed as log kcat(O•−
2 ), the rate

constant was determined by several groups to be in the range of 8.84–9.30 and repre-
sents ∼3 orders of magnitude enhancement over O•−

2 nonenzymatic self-dismutation
(Table 27.1).2–7 The dismutation of superoxide catalyzed by enzymes maintains
the superoxide anion at physiological nanomolar levels. In the absence of enzyme,
O•−

2 would self-dismute with a fairly high rate constant of ∼ 5× 105 M−1 s−1. The
oxidation of O•−

2 with concomitant reduction of the enzyme (Eq. (27.1)) takes place
at the metal site, manganese or copper, Mn or Cu. Mn gets reduced from Mn3+ to
Mn2+. In the case of CuZnSOD, Cu2+ gets reduced to Cu+, while redox-inactive Zn
supports the dismutation process:

MnIIISOD+ +O•−
2 + e− ↔ MnIISOD + O2 kox(O

•−
2 ) (27.1)

MnIISOD + 2H+ +O•−
2 ↔ MnIIISOD+ + H2O2 + e− kred(O

•−
2 ) (27.2)

It is important to note that all is well in our body, as long as H2O2, formed during O•−
2

dismutation, is continuously removed whereby being maintained at nanomolar levels. Under

physiological conditions, numerous systems such as catalase, families of peroxidases, and perox-

iredoxins (supported by cellular reducing equivalents in the form of thiols, such as glutathione,
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Table 27.1 Metal-centered reduction potential E1/2 versus NHE (for MIII/MII redox couple, M

being metal, except when indicated otherwise), log kcat(O
•−
2 ) for the catalysis of O•−

2
dismutation , log kred(ONOO−) for the one-electron reduction of ONOO− to •NO2) and the

lipophilicity of redox-active drugs expressed in terms of log value of the partition between

n-octanol and water, log POW.

Redox-active
compounds

E1/2/mV
versus NHEa

log k(O•−
2
)b logkred

(ONOO−)
log POW

c

Mn porphyrins

MnTM-2-PyP5+ +220 7.79 7.28 −8.16c

MnTE-2-PyP5+ +228 7.76 (cyt c),

7.73 (p.r.)d
7.53 −7.79c

MnTnBu-2-PyP5+ +254 7.25 7.11 −6.19e

MnTnHex-2-PyP5+ +314 7.48 7.11 −3.84e

MnTnHep-2-PyP5+ +342 7.65 −3.18e

MnTnOct-2-PyP5+ +367 7.71 7.15 −2.32e

MnTMOE-2-PyP5+ +251 8.04 (p.r.) 7.36 −7.52c

MnTMOHex-3-PyP5+ +68 6.78 −5.45e

MnTnBuOE-2-PyP5+ +277 7.83 −4.10e

MnBr8TM-3-PyP4+ +468 >8.85

MnTCl5TE-2-PyP
4+ +560 8.41

MnTDE-2-ImP5+ +346 7.83 (p.r.) 7.43

MnTTEG-2-ImP5+ +412 8.55

MnMImPh3P
2+ 6.92 4.78

[MnBV2−]2 +460f 7.4

[MnBVDME]2 +450f 7.7

[MnMBVDME]2 +440f 7.36

[MnBVDT2−]2 +470f 7.4

MnTBAP3− −194 3.16 5.02

MnTSPP3− −160 3.93

MnTCHP+ −200 to −400 5−6109

AEOL11207 5.23

Fe porphyrins

FeTM-2-PyP5+ +212 7.95

FeTE-2-PyP5+ +215 8.00

FP15 6.8067

cis-FeTM-4-Py2Ph2P
2+ 7110

INO-4885(WW-85) >8g ∼7111

Mn salens

EUK-8 −130 5.78 (cyt c)29

EUK-134 ∼−130 5.78

EUK-189 ∼−130 5.78 −0.90112

EUK-207 ∼−130 IC50=0.48

(NBT assay)

−1.41113

EUK-418 IC50=1.73

(NBT assay)

0.518112

Cyclic polyamine

M40403 +525 (ACN)

+840 (methanol)

7.08

Nitroxides

Tempol +810f <3 (pH 7.8)

Tempone +918f <3 (pH 7.8)

4-Carboxy-Tempo +805f 7.54 (pH 5.4)
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Table 27.1 (Continued)

Redox-active
compounds

E1/2/mV
versus NHEa

log k(O•−
2
)b log kred

(ONOO−)
logPOW

c

Mn corroles

MnDiM-4-PyMAn-corrole3+ ∼+700h 8.11

MnTrF5Ph-β(SO3)2-corrole
2− +1040h 5.68 4.93

FeTrF5Ph-β(SO3)2-corrole
2− +1050h 6.48 6.48

Metals, metal ions, and oxides

OsO4 9.14 (pH

5.1–8.7)36

CeO2 (3–5 nm particles) 9.55114

Nano-Pt 48.9 μM (IC50,

WST-1 assay)115

Mn2+ +850i 6.11 (cyt c), 6.28

(p.r.)

Metallotexaphyrin

Gd(III) texaphyrin (XCYTRIN™) −41j 31

Mn complex, SRI110

Natural compounds (polyphenols)

None 6.20

Curcumin 115 μM (IC50,

NBT assay)116

Honokiol 5.5117

MitoQ −105
(MitoQ/UQH•)

water

8.30 kox(O
•−
2 ) 3.44 (37 ∘C)

n-Octanol/PBS

SOD enzymes ∼+300 8.84–9.30 3.97

Self-dismutation 5.7k

For comparison, the values for some other compounds listed in Figures 27.5, 27.6, 27.21, and 27.22

are also given. In the absence of SOD enzyme, O•−
2 self-dismutes at pH 7.0 with fairly high rate con-

stant of k(O•−
2 self-dismutation) ∼ 5 × 105 M−1 s−1. Therefore, the compounds cannot be described as

SOD mimics, if they disproportionate O•−
2 with a rate constant equal to or lower than 5×105 M−1 s−1

(log k(O•−
2 ) ≤ 5.7). Data are taken from Refs.2, 25, 35.

aE1/2 is determined in 0.05M phosphate buffer (pH 7.8, 0.1M NaCl).
bkcat was determined by cytochrome c assay in 0.05M potassium phosphate buffer (pH 7.8, at 25±1 ∘C);
for detailed comparison of validity of cytochrome c versus NBT assay for kcat determination, see Ref.119.
cData obtained from the relationship Rf versus log POW (log POW =12.207× Rf – 8.521) and direct determi-

nations of log POW for Mn(III) N-alkoxyalkylpyridylporphyrins.120

dp.r., Pulse radiolysis.
eDetermined experimentally using n-butanol andwater biphasic system and converted to log POW according

to the equation log POW =1.55× PBW – 0.54; PBW is the partition between n-butanol and water.
fThe one-electron reduction potential refers to MnIV/MnIII couple with Mn biliverdin analogs and

RNO+/RNO• redox couple with nitroxides.
gEstimation based on determined kcat (O

•−
2 ) for MnTTEG-2-PyP5+ and the relationship between the kcat(O

•−
2 )

for FePs and MnPs.
hE1/2 data associated with the MnIV/MnIII reduction potential. Based on the data obtained in acetoni-

trile versus Ag/AgCl for MIV/MIII redox couple with 0.3M tetrabutylammonium perchlorate (for MnDiM-

4-PyMAn-Corrole3+) or 0.1M TBAP/TBAPF6 (for FeTrF5Ph-β(SO3)2-Corrole
2−) as electrolyte and the similarity

of E1/2 in aqueous medium and acetonitrile, the E1/2 versus NHE in aqueous medium was estimated.
iOxidation potential only, MnIII/MnII redox couple is irreversible.
jReduction potential only in N,N-dimethylformamide.
kAt physiological pH.
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and supporting enzymes such as glutathione reductase) maintain levels of H2O2 under physi-

ological nanomolar conditions. Yet, within the last decade, it became clear that in cancer such

systems are frequently downregulated and often accompanied by an increase in MnSOD levels;

in turn H2O2 levels may be increased.
8–11

As soon as the importance of SOD enzymes was recognized, the search for their
low-molecular weight mimics has started. The enzymes themselves are not suitable
as therapeutics due to the nature of protein, which imposes the antigenicity and pre-
vents them to cross-cellular membranes. The search has accelerated as it becomes
obvious that the superoxide is involved in the production of numerous other reac-
tive species. Some of those such as ONOO−, •OH, and lipid radicals are even more
hazardous than superoxide. Some of the reactive species arising from O•−

2 are listed
in Figure 27.4.

Reactive oxygen species such as hydroxyl radical, •OH, can induce lipid per-
oxidation by hydrogen abstraction from fatty acids. Lipid peroxidation will give
rise to highly oxidizing lipid hydroperoxides, lipid alkoxyl, and peroxyl radicals.13

Reactive oxygen species are further involved in the production of sulfur-reactive
species such as (glutathione or cysteine) thiyl radicals, which again can induce
lipid peroxidation.13 It is crucial to note here that reactive species are not only free
radicals. Many highly reactive species are nonradicals, most important among them
are hydrogen peroxide, H2O2 (proton dissociation constant pKa = 11.65, still depro-
tonated species, anionic HO2

− has the most oxidizing power) and peroxynitrite.12

Under physiological conditions, both protonated and deprotonated species with
different stability, reactivity, and transport across cellular membranes, will exist.

ONOO− + CO2 → ONOOCO2
−

ONOOCO2
− → CO3

•− + •NO2

O2
•− + O2

•− + 2H+ → H2O2 + O2

O2
•− + •NO → ONOO−

H2O2 + 2Cl− → HClO + 2OH−
Fe2+ + H2O2 → Fe3+ + •OH + OH−

Major reactive species
O2

.− and its progeny

Figure 27.4 The involvement of superoxide in the production of some of the major reactive

species contributing to oxidative stress. Dismutation of O•−
2 leads to the formation of peroxide,

a major signaling and damaging species, maintained under physiological conditions at

nanomolar levels. With any free low-molecular weight Fe2+ species around (e.g., aqua or

carboxylato complexes), H2O2 will produce the most oxidizing, yet shortly-lived hydroxyl

radical •OH. When •OH is formed in the vicinity of nucleic acids (RNA and DNA), the major

oxidative damage will occur. By the action of myeloperoxidase, H2O2 will produce another

strongly oxidizing hypochlorous acid, which is under physiological conditions in equilibrium

with deprotonated and reactive form, ClO−. O•−
2 would react with •NO at diffusion-limited

rates of >109 M−1 s−1 to form highly damaging peroxynitrite, predominantly in ONOO−

form.12 ONOO− would in vivo make an adduct with CO2, which would decompose to form

two highly oxidizing radicals, CO•−
3 and •NO2.
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With pKa = 6.8, at pH 7.4, ∼80% of peroxynitrite will be in the anionic form;

conversely, at pH 6.2 (e.g., inside a macrophage phagocytic vacuole), up to 80% will

be in the protonated HNOO form; HNOO will decompose to give rise to radicals,
•OH and •NO2. Finally, a strongly oxidizing hypochlorite is not a radical either. With

pKa = 7.53, ∼50% of hypochlorous acid, HClO, is deprotonated under physiological

condition and exists as ClO− (Figure 27.4). For details on the chemistry, biology, and

medicine of reactive species, see Ref.13.

What is an SOD mimic?

Several different classes of SOD mimics were synthesized and explored during

decades since the discovery of superoxide dismutase by McCord and Fridovich at the

end of 1960s.14 It is important to note that a compound could only be called SOD

mimic if it catalyzes the O•−
2 dismutation (Eqs (27.1) and (27.2)) with a rate constant

that is higher than the k for O•−
2 dismutation of ∼ 5× 105 M−1 s−1 [log kcat(O•−

2 ) = 5.7].
The frequently studied Mn porphyrin-based SOD mimics are presented in

Figure 27.5. Other classes of SOD mimics are presented in Figure 27.6. Some

of the compounds, initially developed to be SOD mimics, are nonmetal based, such

as nitroxides (see the section “Redox-active compounds other than SOD mimics”

and Figure 27.21). While nitroxides exhibited therapeutic potential, the very low

kcat(O
•−
2 )∼3 at physiological pH values precludes them to be categorized as SOD

mimics.

Many compounds could undergo only one step of O•−
2 dismutation process, that

is, oxidize or reduce O•−
2 while closing the catalytic cycle with other reactive species,

such as ONOO−, or cellular reductants, such as ascorbate or glutathione or cysteine.

Importantly, such compounds, while not being SOD mimics, can still restore the physiologi-

cal redox environment of a cell. Even the SOD mimics may not in vivo act as catalysts of O•−
2

dismutation. They could in turn couple with other reactive species or cellular reductants while

eliminating superoxide. The reactive species in the immediate environment and their concentra-

tions would control the type of reaction of a redox-active drug. For example, the rubredoxin

oxidoreductase (desulfoferrodoxin) undergoes only one step of dismutation process

and thus acts as O•−
2 reductase.18

The structures of some of the compounds bearing metal sites could be appropriately

tuned to dismute O•−
2 under enzymatic (thermodynamic and kinetic) conditions; thus,

they are considered SOD mimics (Figures 27.5 and 27.6). The nature has developed

different SOD enzymes in such a way that, regardless of the type of metal site,

they oxidize and reduce O•−
2 at identical diffusion-limited rates of ∼2×109 M−1 s−1

(see above).4,6,7 Four different metal sites (Mn, Cu, Fe, or Ni) are found in SOD

isoforms: MnSOD, CuZnSOD, FeSOD, and NiSOD. The diffusion-limited process

has been facilitated by the metal-centered reduction potential being identical for

all types of metal centers. It is placed at the midway potential (E1/2 ∼+300mV

vs NHE) between the potential for O•−
2 oxidation, at −180mV versus NHE,

and O•−
2 reduction at +890mV versus NHE (see the section “Design of an SOD

mimic”).2
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Figure 27.5 MnP-based “true” SOD mimics, that is, compounds that catalyze O•−
2

MnTDE-2-ImP5+

dismutation with kcat (O
•−
2

MnTTEG-2-PyP5+

) higher than k for O•−
2 self-dismutation of

∼5×105 M−1 s−1 at pH 7.13
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Figure 27.6 SOD mimics other than Mn porphyrins. Only “true” metal-bearing SOD mimics are listed referring to compounds that catalyze O•−
2 dismutation

2with kcat(O
•−) higher than k for O•−

2 self-dismutation of ∼5× 105 M−1 s−1 at pH 7.13 The structures of Fe porphyrins, Mn and Fe corroles, Mn cyclic

polyamine, M40403 (GC4403), water-soluble fullerene, and Mn salen EUK-207 (of cyclic structure that enhances its stability toward loss of Mn) are shown.

Metal salts, for example, those of Mn, Ce, and Os, are also potent SOD mimics. Cerium dioxide comes in a form of ceria nanoparticles. While very potent

SOD mimic in aqueous setting (kcat as high as that of SOD enzyme), the OsO4 is too toxic for therapeutic purposes. The Mn2+ ion ligated with different

low-molecular weight ligands is a fair SOD mimic; yet its clinical development might be precluded due to the neurotoxicity described as manganism.15–17
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Mn, Cu, Fe or Ni have very different aqueous chemistry. Yet, the specific con-
formation of the amino acids and aqua or hydroxo ligands around the metal sites
of each of those SOD enzymes is different, in order to provide identical thermo-
dynamics and kinetics for the catalysis of dismutation process.1 In a very elegant
work, Frances-Muller’s group has shown that the replacement of Fe with Mn, and
vice versa, in SOD active sites results in the loss of enzyme activity.19 In addition
to the thermodynamic property that indicates whether the reaction is possible or
not, there is a kinetic component that describes the rate at which the O•−

2 dismu-
tation occurs. The X-ray crystallography of SOD enzyme shows that there is a tun-
nel made of positively charged (cationic) amino acid residues, which provides elec-
trostatic guidance for the approach of negatively charged anionic O•−

2 toward the
active metal site and contributes to the diffusion-limited rate of O•−

2 dismutation.3,5

Of note, cambialistic SOD enzymes exist in some anaerobic bacteria (e.g., Propioni-
bacterium shermanii) who wisely employ Mn under aerobic and Fe under anaerobic
conditions.20

Design of an SOD mimic – introduction

Our group has established a rational approach to the design of SOD mimics and
reported the very first structure–activity relationship, which relates kinetics to the
thermodynamics of the O•−

2 dismutation process. The thermodynamics is described
by E1/2 of MnIIIP/MnIIP, where III and II indicate that Mn is in +3 or +2 oxidation
state, respectively. The kinetics is described by the rate constant for the catalysis
of O•−

2 dismutation, kcat(O
•−
2 ).2,21–25 We have recently provided evidence that such SAR

(structure–activity relationship) is applicable to any class of SOD mimics (see below). There-

fore, such approach in the design of porphyrin-based SOD mimics justifies a more detailed

explanation.

We have early on realized that the following criteria need to be met for a powerful
SOD mimic, that is, compound with high kcat(O

•−
2 ): (1) it must be a stable complex

between metal and ligand that would assure the integrity of the metal site where reactions

of interest occur, that is, no loss of metal should occur in vivo; and (2) the thermodynamics

and kinetics of O•−
2 dismutation should be as close as possible to those of SOD enzymes

affording in turn (i) the thermodynamic property, E1/2 to be as close as possible to +300mV
and (ii) kinetic facilitation for the reaction that is, appropriate electrostatics and sterics for

the approach of anionic superoxide to metal site to be achieved. Then, the other important
aspect of an SOD mimic must be addressed: its bioavailability. Even if the SOD
mimic has high kcat(O

•−
2 ), the therapeutic efficacy may be missing if it does not

reach the target location within diseased organism: tissue and/or cell. The most
stable metal complexes are those where metal is surrounded with a macrocyclic
ring. The porphyrin is such a macrocyclic ring that encapsulates metal and prevents
its loss. Therefore, nature has chosen it as active site in numerous enzymes and
proteins, which are critical for our survival including catalase and cytochrome P450
(Figure 27.7).

Porphyrin is not only a strong ligand, preventing the loss of metal under nearly all
conditions, but it also has several positions (eight beta positions on pyrrolic rings and
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(a) (b)

Figure 27.7 (a) Crystal structure of human erythrocyte catalase (PDB ID: 1QQW), and (b)

crystal structure of human cytochrome P450 (PDB ID: 2F9Q) and their active sites. Pictures

are created with Cn3D 4.3.1.26–28 Porphyrin is a macrocyclic ring that encapsulates metal; in

turn, it affords the highest stability to a metal complex, assuring no loss of metal where

reactions of interest occur. It is only natural that such ligand has been used by nature for

numerous proteins and enzymes, such as myoglobin, guanylyl cyclase, oxidases, oxygenases,

prolyl hydroxylases, catalase, cytochrome P450 family of enzymes, and so on. For the same

reason, we have chosen to modify a metalloporphyrin structure to be efficient catalyst for O•−
2

dismutation. (See color plate section for the color representation of this figure.)

four meso positions on four methane bridges) where modifications could be made to
tune its properties (indicated in Figure 27.5). Within design strategies, modified por-
phyrin structures have been developed such as biliverdin analogs, texaphyrins with
extended macrocyclic rings, and corroles with a shrunken porphyrin ring (one less
carbon in the ring).29–35 Among modified porphyrins corroles are the most promis-
ing compounds because of their extreme metal/ligand stability and high kcat(O

•−
2 )

(Figure 27.6).33–35 Also, metal oxides have been successfully explored as SODmimics,
such as CeO2 in the form of nanoparticles.36–39

Phase I. Mimicking the thermodynamics and kinetics
of enzymatic O•−

2
dismutation establishes the first lead

and efficacious SOD mimic – MnTE-2-PyP5+

Phase I relates to the efforts to modify the porphyrin structure to achieve highest
kcat(O

•−
2 ) as depicted in Figure 27.9. Though similar rational approach has not widely been

used with other redox-active drugs, except with corroles to a limited extent, it is a most appropri-
ate strategy (if not the only one) for designing powerful SOD mimics.35 The nonsubstituted
porphyrins,MnTPP+andMnT-2(or 4)-PyP+ (Figure 27.8), have E1/2 in a range of−200
to −280mV versus NHE. Such E1/2 stabilizes Mn in its +3 oxidation state and would
prevent those Mn porphyrins to be reduced from +3 to +2 Mn oxidation state in a
first step in order to start the dismutation process.

In order to facilitate the reduction, that is, to increase the willingness of Mn site to
accept electrons from O•−

2 , one needs to remove electron density from Mn by attach-
ing electron-withdrawing groups to porphyrin. The very first Mn porphyrin (MnP)
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Figure 27.8 Phase I of the design of porphyrin-based SOD mimic started from nonsubstituted

Mn phenyl- and pyridylporphyrins, Mn(III) meso-tetrakis-phenylporphyrin, MnTPP+, and

Mn(III) meso-tetrakis(pyridinium-2 (3 or 4)-yl)porphyrins, MnT-2(3 or 4)-PyP+. In these

complexes, Mn is in its +3 oxidation state and is bound to four pyrrolic nitrogens.24 Two of

these form coordinated bonds with Mn – sharing the electrons with Mn. The other two

nitrogens are deprotonated and are thus negatively charged and in turn provide one electron

each to neutralize Mn 3+ charge. Consequently, one charge is left on Mn3+ center in a resting

state. The appropriate thermodynamics and kinetics for the catalysis of O•−
2 dismutation has

been adjusted by alkylation of the pyridyl nitrogens with alkyl carbocations. In turn, the

nitrogens end up carrying cationic charges. Those charges pull the electron density from the

Mn site, making it electron deficient and in turn ready to accept electrons from anionic O•−
2 in

the first step of dismutation process. Moreover, the charges impose favorable electrostatics

attracting anionic superoxide. Electrostatics accounts for ∼2 orders of magnitude in the value

of kcat(O
•−
2 ).2,23

that had reasonably high log kcat(O•−
2 ) of 6.58 was produced when methyl groups

were placed on all para (position 4, see Figure 27.5) pyridyl nitrogens of MnT-4-PyP+;
such modification introduced four cationic charges on pyridyl nitrogens that with-
drew the electron density from Mn site to such a magnitude that the E1/2 was shifted
by 340mV from −280 to +60mV versus NHE (Figure 27.9). This resulted in a fair
log kcat(O•−

2 ) of 6.58.While still not a very good SODmimic, the compound potentially
bears another disadvantage. It is planar and imposes toxicity because of its intercala-
tion into nucleic acids.21

The intercalation of such planar Mn porphyrin into nucleic acids, resulting in a
loss of its SOD-like activity, has been demonstrated. The study was performed on
Escherichia coli cell extract; only upon removal of nucleic acids from the cell extract
was the SOD-like activity fully restored.21 While intercalation may be beneficial if the
compound is used as an anticancer agent, the potential for systemic toxicity needs fur-
ther investigation. Due to such observations, the methyl and ethyl groups were sub-
sequently shifted from para to ortho pyridyl nitrogens. As ortho pyridyl nitrogens are
located closer to Mn than are the para ones, the E1/2 was shifted for another 160mV
from+60mV to+220mV versus NHE (or+228 for ethyl compound), very close to the
E1/2 of SOD enzyme. The E1/2 correlates well with other thermodynamic properties
that describe the electron density at metal site: the third proton dissociation constant
of pyrrolic nitrogens, pKa3, and of the first axially coordinated waters, pKa1.

24,40 The
closer location of charges in the vicinity of Mn site in ortho relative to para position
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Figure 27.9 The design of porphyrin-based SOD mimics. Starting from unsubstituted

MnT-4-PyP+ (Figure 27.8), the pyridyl nitrogens were first alkylated giving rise to para analog

MnTM-4-PyP5+ with fair SOD-like activity. To enhance electron-withdrawing effects, the

nitrogens were then moved closer to the metal site from para into ortho positions. The

MnTM(E)-2-PyP5+, the first lead, was synthesized. It is still the most frequently studied

compound.2,23 Based on ortho pyridyl porphyrin, the imidazolyl analog (Figure 27.5) was

subsequently synthesized and became the second lead – MnTDE-2-ImP5+. In order to improve

the bioavailability of highly charged compounds, the alkyl chains were then lengthened and

the third lead, MnTnHex-2-PyP5+ was synthesized. Adapted from ref 216. (See color plate section

for the color representation of this figure.)

enhances the electrostatic facilitation of the dismutation process. Consequently, the
log kcat(O•−

2 ) was enhanced for another log unit from 6.58 (MnTM-4-PyP5+) to 7.79
(MnTM-2-PyP5+). Due to the vicinity of alkyl groups to beta pyrrolic hydrogens, the
free rotation of pyridyl rings was precluded. In turn, the four atropisomers exist in
all “ortho”-substituted N-pyridylporphyrins.41 The alkyl pyridyl chains form a cavity
around the metal site contributing to the fairly bulky structure of “ortho” Mn por-
phyrins; their bulkiness is dependent on the length of alkyl chains. Importantly, such
conformation prevents their intercalation into nucleic acids; in turn their in vivo loss
of SOD-like activity is prevented. The discovery of an “ortho” effect presents the break-

through in the development of Mn porphyrin-based SOD mimics. Several other Mn and Fe
analogs have been developed by us and others, and either they are in clinical trials
or the feasibility of clinical trials is being pursued, which is discussed in detail later.
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As anticipated, based on the properties similar to those of SOD enzymes, our

first lead compound and thus far the most frequently studied porphyrin-based

SOD mimic MnTE-2-PyP5+ was found to reduce and oxidize O•−
2 at similar

rates of ∼5.75× 107 M−1 s−1.42 We have experienced the fortunate coincidence that

electron-withdrawing groups have introduced both appropriate thermodynamic and kinetic

facilitation for the reactions of cationic Mn porphyrin with anionic reactive species, O•−
2 . Such

substituents (i) pulled the electron density from Mn site allowing it to be easily reduced with

O•−
2 in the first step and as easily oxidized with O•−

2 in a second step of dismutation; and (ii)

facilitate the O•−
2 dismutation on electrostatic grounds where species of opposing charges are

favoring reacting with each other. Another fortunate coincidence (at least from therapeutic

point of view), realized years later, is that not only O•−
2 is anionic, but it turns out that many

other reactive species which can interact with Mn porphyrins and are biologically relevant

in oxidative stress are anionic also: ONOO−, ClO−, HO2
−, deprotonated glutathione (GS−),

deprotonated protein thiols (RS−), and deprotonated ascorbate (HA−).

Within our developmental strategies, different types of substitutions with ele-

ctron-withdrawing groups have been introduced at both meso and beta posi-

tions. A successful modification of the porphyrin core was performed with

electron-withdrawing halogens (chlorines and bromines) at beta pyrrolic positions.43,44

Insertion of eight bromines at all beta pyrrolic positions of MnTM-3-PyP5+ (and

MnTM-4-PyP5+) gave rise to octabrominated meta MnBr8TM-3-PyP4+and para

porphyrin, Mn MnBr8TM-4-PyP4+.43,45 The electron-withdrawing effect was of such

magnitude that it facilitated the reduction of Mn3+ to Mn2+ to such an extent that

the complex is finally stabilized in resting state as MnIIP. In turn, Mn has enough

electron density, does not care for obtaining additional electrons, and thus binds

ligands weakly including its own porphyrin ligand. In turn, MnIIP loses Mn even at

physiological low hydrogen conditions of pH ∼7.8. Regardless of the lack of practical

use of such compounds, the ability to reach the log kcat(O•−
2 ) as high as that of SOD

enzymes was demonstrated. Such data have proven that even with low-molecular

weight compounds, the proper thermodynamic and kinetic properties of the metal

site may be achieved to afford the kcat(O
•−
2 ) of enzymatic magnitude. The same has

been demonstrated with another class of low-molecular weight Mn complexes,

Mn(II) cyclic polyamines.46–49

The “ortho” effect facilitated the development of SOD
mimics – second lead, MnTDE-2-ImP5+ was identified
The discovery of a remarkable impact of ortho effect on SOD-like activity of met-

alloporphyrin initiated the design of di-ortho N,N′-dialkylimidazolyl series of com-

pounds. One of the members of the series MnTDE-2-ImP5+ (AEOL10150) has been

identified as the second lead Mn porphyrin and is now in preclinical studies as a

radioprotector.42,50–55 It was also in a phase I clinical safety/toxicity studies on ALS

patients and was well tolerated.56 It has the same high log kcat(O•−
2 ) as MnTE-2-PyP5+

(Table 27.1). It is bulkier as it has two ethyl groups on each imidazolyl ring, which are

placed on both sides of porphyrin plane; consequently, the compound has no atropi-

somers (Figure 27.6). The cationic charge is delocalized within ring. Its bulkiness

renders it some advantages with respect to less interactions with biomolecules and,
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in turn, lower toxicity than MnTE-2-PyP5+.57 However, a higher dosing is required
to compensate for the lower intracellular accumulation.42,57,58

The “ortho” effect further led to the development of different other ortho por-
phyrins with us and others having either Mn or Fe as active sites. The examples are
Mn(III) PEG-ylated pyridyl and imidazolyl compounds and the analogous Fe(III)
PEG-ylated pyridyl porphyrin, FP-15; all are cationic bearing 5+ charges.59,64,65,67

The Fe(III) analog INO-4885, known also as WW-85, has ortho pyridyl nitro-
gens substituted with benzoates and is thus anionic with four negative charges
on periphery.23,60–62 The FP-15 has been frequently used in different in vivo
models.23,63–68 INO-4885, the Fe(III) ortho carboxylatophenylpyridyl analog, is in
clinical development for the prevention of contrast-induced nephropathy by Inotek
Pharmaceuticals Corporation (FierceBiotech, 2014).

Structure–activity relationships for Mn porphyrins
A number of substituted porphyrinic compounds of different charges, stericity, size,
and shape were analyzed over years (Figure 27.10). A first linear structure–activity
relationship (SAR) between E1/2 and log kcat(O•−

2 )was established in 1999 in the range
of E1/2 studied.

24 More compounds were subsequently synthesized or obtained from
commercial sources and analyzed on their redox properties and SOD-like activities
(log kcat(O•−

2 )). The availability of a variety of compounds allowed us to distinguish
between three SARs (Figure 27.11) that relate the thermodynamics (ability to cat-
alyze O•−

2 dismutation) and kinetics (speed of dismutation process) of the catalysis
driven by Mn porphyrins, which bear either (i) cationic charges, (ii) anionic charges,
or (iii) no charges at the periphery.69

Furthermore, the availability of three compounds with essentially identical values
of E1/2, but of either cationic (MnTE-2-PyP5+) or anionic (MnBr8TSPP

3−) charge or
lacking charge at the periphery (MnBr8T-2-PyP

+), allowed us to quantify the remark-
able contribution of electrostatics – of >2 orders of magnitude – in the catalysis of O•−

2

dismutation (Figures 27.11 and 27.12).
Finally, the effect of charge distribution was also studied. The remarkable dif-

ference of 220-fold was found between two compounds that have the same total
charge and heterocyclic substituents of same 5-membered ring size and same num-
ber of carbon and nitrogen atoms. Yet the charges are differently distributed within
meso imidazolyl relative to meso pyrazolyl rings (Figure 27.13).70 In turn, E1/2=−4
mV, resulting in significant reduction in kcat(O

•−
2 ), but the pyrazolium compound

precluded protection of superoxide dismutase-deficient E. coli when growing aer-
obically. Its SOD-like activity is just slightly beyond the k for O•−

2 self-dismutation
[log kself-dismutation(O

•−
2 )= 5.70].

Phase II. Improving the Mn porphyrin
bioavailability – third lead compound MnTnHex-2-PyP5+

was identified

Throughout our developmental strategies, the medical audience questioned the in
vivo location of Mn porphyrins. Can such highly positively charged compound cross



�

� �

�

Superoxide dismutase mimics and other redox-active therapeutics 433

N
N

N

N

N

N

Mn
Ring shortening
or extension
(corroles, porphycenes, etc.)

"meso" substitution
(on the "bridge")

"N" bridging
(porphyrazines)

"C - N" exchange
("N-confused" porphyrins)

"β" substitution
(on the pyrrole)

Ring opening
(linear tetrapyrrols, biliverdines, etc.)

Figure 27.10 The substitutions of the porphyrin ring aimed to develop potent SOD mimics.

Different substitutions were done on different meso and beta positions of porphyrin core. Also

the carbons were replaced with nitrogens at beta and meso positions. The porphyrins of

shrunken core, that is, corroles, and those of extended core, that is, porphycenes were

synthesized by us and others also.

O2
.− self-dismutation

SOD

Mimics 

Non-SOD

Mimics

800 600 400 200 0

7

9

3

5

−200

E1/2 /mV vs NHE

HO N O
+

NH

NHNH

NHMn

Cl

Cl

Mn2+

MnBr8TCPP3−
MnBr8TSPP3−

MnTM-2-PyP5+

MnBr8T-2-PyP+

Anionic Mn porphyrins:

Electrostatic repulsion prevails

Cationic Mn porphyrins:

Electrostatic attraction prevails

Mn

Mn

O2

O2

N N
Mn

O O

SOD

lo
g
  
K

c
a
t

Ortho Mn N-alkylpyridylporphyrins

X

Figure 27.11 Structure–activity relationships for Mn porphyrins. The three structure–activity
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log kcat(O•−
2 ) for Mn porphyrins that have either cationic charges on periphery (triangles),
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complexes have +1 charge on metal site in resting (stable) state, that is, Mn +3 oxidation state.

Few compounds have Mn in +2 oxidation state in resting state, that is MnBr8TM-3(or

4)PyP4+. Adapted from ref 216.
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Figure 27.12 The impact of electrostatics on O•−
2 dismutation. The electrostatic effects account

for differences of more than two orders of magnitude in the catalysis of O•−
2 dismutation. The

difference is higher between the porphyrins that are cationic (MnTE-2-PyP5+) and anionic

(MnBr8TSPP
3−) (400-fold) than is between the Mn porphyrins that are cationic

(MnTE-2-PyP5+) and neutral (MnBr8T-2-PyP
+) on the periphery (130-fold).43

the plasma and mitochondrial membranes? Do they mimic cytosolic or mitochon-
drial SOD, or perhaps localize outside of the cell and mimic extracellular CuZnSOD
(EC-SOD). Therefore, in a Phase II of drug development (Figure 27.14), we con-
centrated on the ways to enhance the tissue and intracellular accumulation of Mn
porphyrins. The data from a very first study, where Mn porphyrins had been tested
on their ability to protect SOD-deficient E. coli when growing aerobically, indicated
that in addition to high log kcat(O•−

2 ), drug bioavailability is a second major factor that
affects the magnitude of the therapeutic effects of Mn porphyrins. Mn porphyrins
with highest kcat(O

•−
2 ) are pentacationic; owing to such high charge, they are very
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Figure 27.13 The impact of charge distribution on the SOD-like activity of MnP-based SOD

mimics. The charge distribution contributed to 220-fold difference in kcat(O
•−
2 ) between

compounds that appear similar on the first sight (with same number and types of atoms in

their structures), with five-membered rings attached at meso positions. While both compounds

bear two nitrogen atoms and three carbon atoms in each of their five-membered rings, those

rings are differently organized. Different organization in turn results in different proximity of

five positive charges to Mn site and in markedly different SOD-like activities.70
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hydrophilic. This property indeed limits their accumulation in vivo, mostly from lim-
ited transport across the lipid membranes of mitochondria and blood-brain barrier. In
a second phase of drug design (Figure 27.14), the modifications were implemented
on ortho pyridyl core structure to increase their lipophilicity. Thus, the alkyl chains
were lengthened from methyl to n-octyl.71

Such modifications preserve the cationic charges in close vicinity of Mn site and,
in turn, provide the appropriate E1/2 and log kcat(O•−

2 ) to maintain high SOD-like
activity. The one order of magnitude increase in lipophilicity, achieved by lengthening
the alkyl chains by each CH2 group, was demonstrated. The ∼4 orders of magnitude
increase in lipophilicity by lengthening the alkyl chains from ethyl (MnTE-2-PyP5+)
to n-hexyl (MnTnHex-2-PyP5+)contributed to up to 120-fold increase in therapeutic
efficacy.23 MnTnHex-2-PyP5+ became our third lead Mn porphyrin; it was forwarded
to numerous in vitro and in vivo studies.2,23,25,72–74 Its disadvantage was attributed to
its toxicity, which is due to the interplay of enhanced cellular accumulation, micellar
property, and (relative to MnTE-2-PyP5+) 86mV higher E1/2. Consequently, it
localizes in membranes where it disrupts their integrity. Still, its remarkable efficacy
compensated in part for its toxicity, resulting in a better therapeutic window when
compared to MnTE-2-PyP5+.73 Its clinical development is slowed down due to the
lack of appropriate patenting and licensing. The HPLC/fluorescence and LCMS/MS
methods were subsequently developed to provide the direct proof of Mn porphyrins’
accumulation within cell and cellular fragments such as membranes, nucleus,
cytosol, and mitochondria.75–79 The ability of lipophilic analog, MnTnHex-2-PyP5+,
to cross blood–brain barrier and accumulate in brain parts (hippocampus, cortex,
cerebellum, thalamus, brain stem, olfactory tube, and caudate-putamen) has been
demonstrated.75–79 As the Zn analogs are fluorescent, the imaging techniques were
used to follow their accumulation within subcellular fragments.80,81 Such data help
us to understand the accumulation of Mn porphyrins in different fragments including
cytosol, nucleus, lysosomes, and endoplasmic reticulum.80,81 More hydrophilic Zn
porphyrins, such as ZnTM-2-PyP4+, would localize in lysosomes, while lipophilic
ZnTnHex-2-PyP4+ distributes into mitochondria (reportedly next to cytochrome
c oxidase at inner mitochondrial membrane), endoplasmic reticulum, and
membranes.80,81 The comparison can be done as the only structural difference among
Zn and Mn porphyrins is the lack of the single positive charge on Zn site. With longer
alkyl analogs (e.g., MnTnHex-2-PyP5+ and MnTnBuOE-2-PyP5+), this difference is
minimized as the alkyl chains hinder the single charge on metal site.82,83 The correct-
ness of such reasoning has been further substantiated with very similar lipophilicity
of longer alkyl chain analogs of pentacationic MnIIIP and their reduced tetracationic
MnIIP analogs.82 The data obtained with HPLC/fluorescence and LCMS/MS agree
well with imaging techniques and with UV/vis measurements of the distribution of
Mn porphyrins in the cytosol and membranes of E. coli.84

The LCMS/MS method was subsequently used for comprehensive pharmacoki-
netic studies, which were conducted with different lead Mn porphyrins via different
routes, intravenous, subcutaneous, intraperitoneal, and oral. MnTE-2-PyP5+,
MnTnHex-2-PyP5+, and MnTnBuOE-2-PyP5+ were studied in plasma and differ-
ent organs.74–76 Their accumulation owing to their pentacationic charge is fairly
low in brain but is much higher with lipophilic analogs than with less lipophilic
MnTE-2-PyP5+. While originally reported as orally available, the oral availability
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has been reassessed and is low but is almost sevenfold higher with lipophilic
compounds: 0.6% (MnTE-2-PyP5+) vs 4% (MnTnBuOE-2-PyP5+) [Tovmasyan et al.,
in preparation]. A high bioavailability was achieved via subcutaneous route that will
be employed in anticipated 2016 clinical trials. Both heart and brain mitochondrial
accumulation of different Mn analogs was assessed.75,76 Again the more lipophilic
MnTnHex-2-PyP5+ accumulates 3.6-fold more into heart mitochondria relative to
cytosol while the ratio is 1.6 with MnTE-2-PyP5+.75–79 A similar ratio was found
in brain mitochondria for lipophilic Mn porphyrins. Due to the low levels in brain
mitochondria, the ratio could not have been assessed for MnTE-2-PyP5+.

Phase III. Suppressing the toxicity of amphiphilic
MnTnHex-2-PyP5+ – fourth lead compound
MnTnBuOE-2-PyP5+ was identified

In Phase III of development, the goal was to reduce the MnTnHex-2-PyP5+toxicity.
The micellar properties of MnTnHex-2-PyP5+ were suppressed by the introduction
of oxygen atoms into all N-alkylpyridyl chains (Figure 27.15).42,92,93 The alkyl
chains form the cavity around the Mn site, which by itself suppresses the solvation
of Mn porphyrin. Introduction of oxygen atoms with two electron pairs at the
end of each n-hexyl chain suppressed the molecule lipophilicity significantly.93

Yet, if the oxygens are introduced deeper into the chains (where the oxygen
solvation was minimized), the high lipophilicity of the molecule was preserved.92

Thus, the fourth lead compound MnTnBuOE-2-PyP5+ was established. Relative to
MnTnHex-2-PyP5+, it is four-to-fivefold less toxic to mice.92 MnTnBuOE-2-PyP5+

also accumulates less in liver that likely contributes to its lower toxicity. This
may, at least in part, be due to the lesser ability of oxygen-bearing chains to
align with phospholipids in cellular membranes and interrupt their integrity. The
MnTnBuOE-2-PyP5+ has been used in several animal models and is being aggres-
sively developed toward clinical trials as radioprotector of normal tissue.94,95 The
exciting data have been obtained in a glioblastoma multiforme and head and neck
cancer subcutaneous mouse xenograft model where this compound acted as a
radiosensitizer of tumor.94,95 It also offered remarkable radioprotection of salivary
glands and oral mucosa in a noncancer-bearing mouse.94,95 Thus, the phase I/II
clinical trials are anticipated to commence in January 2016 on radioprotection of
normal brain and salivary glands and oral mucosa in glioma and head and neck
cancer patients.

The activities of SOD mimics other than catalysis
of O•−

2
dismutation

Three important issues need to be considered with regard to the in vivo actions of

SOD mimics and relevant mechanistic conclusions: Firstly, since SOD enzymes and
SOD mimics have similar thermodynamics and kinetics for O•−

2 dismuta-
tion, they ought to have similar reactivities toward other species also. Yet, the
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Figure 27.15 The reactivity of Mn porphyrin-based SOD mimics toward different reactive

species. Thus far, the reactivity toward O•−
2 , ONOO−, CO•−

3 , ClO−, •NO, HNO, and H2O2 was

assessed for many Mn porphyrins. The data were published or reported at meetings.2,23 The

data on O•−
2 and ONOO− are given in Table 27.1. The most potent SOD mimics, such as

MnTE-2-PyP5+, have rate constant with O•−
2 somewhat higher than with ONOO−. The

reactions with ClO− occur with similar rate constants to those with ONOO−.2,25,85 While not

listed here, the MnP-based SOD mimics are also reactive toward lipid-reactive species; no

quantification is available. The reactivities toward thiols, simple and protein thiols, and toward

ascorbate HA− has been quantified in part.2,40,83,86–91,213,214

protein-structured SOD enzyme, but not small molecules such as Mn porphyrin,
precludes the approach of the species other than O•−

2 to its metal site at any sig-
nificant rate and is thus highly specific to O•−

2 . Still even SOD enzymes can react
with other species such as ONOO− or cysteines or H2O2 but at orders of magnitude
lower rates than with O•−

2 .96–99 With no steric constrains of an enzyme, the high
reactivity of Mn porphyrins toward many reactive species has been demonstrated.2

While the kcat(O
•−
2 ) of potent SOD mimics is still higher than the rate constant for

any other species determined thus far, the reactivities toward ONOO− and ClO− are
only slightly lower than kcat(O

•−
2 ).85 While not quantified, the reactivities toward

lipid radicals are probably very high also.100,101 Thus, any conclusions on exclusive
involvement of O•−

2 in the mechanistic considerations of low-molecular weight SOD
mimics must be supported with genetic experiments on MnSOD and CuZnSOD
knockout, transgenic, or overexpressor animals. Secondly, O•−

2 is a mild reductant
and oxidant; therefore, it can be reduced and oxidized with SOD mimic at a fairly
low biologically relevant potential. This in turn means that SOD enzymes and
their efficacious mimics operate at mild potentials without imposing danger to the
surrounding biological molecules. Critical to this fact – and not realized at the point
the design of SOD mimics was launched – that such potentials appear to be ideal
for coupling with numerous other species also, including cellular reductants and
thiols, involved in fine modulation of cellular redox environment. The type of action
that would predominate in vivo would depend on the levels of oxidative stress, concentration,

localization of an SOD mimic, and the species it encounters. Such action is still speculated

and may not be SOD mimicking; yet the data demonstrate that potent SOD mimics would

undergo readily all other reactions also when compared to less redox-active drugs. Thirdly,

even when a redox-active compound is not an SOD mimic, it may still be able to
restore physiological redox environment, such as, for example, nitroxides and MitoQ
(see also section “Redox-active compounds other than SOD mimics”). Nitroxides are
able to undergo oxidation to oxo-ammonium cation with carbonate anion radical,
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CO•−
3 (decomposition product of ONOO− adduct with CO2). The oxo-ammonium

cation can cycle back to nitroxide with O•
2.

2,23,102 Similar is the case with quinone

MitoQ, which can be reduced with O•−
2 to semiquinone radical MitoQH•

. The

MitoQH• can then undergo disproportionation to MitoQ and quinol MitoQH2.

MitoQH2 can reduce ONOO− while oxidizing itself to MitoQH•.2,23,102 Finally, the

anionic Mn(III) meso-tetrakis(4-carboxylatophenyl)porphyrin, MnTBAP3−, and Mn

complexes developed by Salvemini, Neumann, Patel and their colleagues, cannot

be reduced with O•−
2 in the first step (and are thus not SOD mimics). Yet they can

be oxidized with highly oxidizing species such as ONOO− or ClO−; in the reverse

reaction, they could possibly remove O•−
2 .102 In turn, they could favorably affect

redox environment also.

The interpretation of data where synthetic redox-active compounds are used aiming at def-

inite mechanistic conclusions, regardless of the class of compound tested, must be accompanied

with genetic studies, employing transgenic, knockout, and overexpressor animals.

The data critical for the therapeutic efficacy of SOD mimics such as log kcat(O•−
2 ),

E1/2 for MnIIIP/MnIIP redox couple, and lipophilicity (in terms of distribution

between n-octanol and water, log POW) are summarized in Table 27.1. As our

research, along with the insight into the biology of oxidative stress, advances

it became clear that those Mn porphyrins, whose Mn site is electron deficient

and have biologically compatible E1/2, react not only with O•−
2 but with other

electron-donating reactive species (ONOO−, CO•−
3 , ClO−, HO2

−), cellular reductants

(ascorbate, glutathione, cysteine, tetrahydrobiopterin), and redox-active protein sites

such as thiols (Figures 27.15–27.17). In most cases, the reaction involves binding

of ligand, except with O•−
2 where electron hopping happens via predominantly

outer-sphere mechanism.42,103 Mn porphyrins can also bind •NO as well as its pro-

tonated one-electron reduced species HNO.104,105 The biological relevance of HNO

gained lately a considerable interest.106 With either •NO or HNO, Mn porphyrins

would give rise to (NO)MnIIP complexes.

Reactions with peroxynitrite and hypochlorite. Upon binding of highly oxidizing reac-

tive species such as ONOO−, MnPs would undergo one-electron transfer to form

O=MnIVP species with Mn in +4 oxidation state (Eq. (27.3)). In turn, ONOO− will be

reduced to •NO2 radical. The highly oxidizing O=MnIVP species would be quickly

reduced back to MnIIIP at the expense of cellular reductants (ascorbate, cysteine,

glutathione) (Eq. (27.8)).107,108 Due to biologically favorable E1/2 for MnIIIP/MnIIP

redox couple and high intracellular levels of ascorbate and thiols, in addition to

O•−
2 (Eq. (27.5)), the MnIIIP would be easily and more likely reduced to MnIIP with

those cellular reductants (Eq. (27.6)). TheMnIIP formedwould subsequently undergo

two-electron reaction with ONOO− giving rise to benign nitrite, NO2
− (Eq. (27.4)).

It has been also demonstrated that reduced MnIITE-2-PyP4+ reacts at similar rates

with ONOO− (Eq. (27.4)) as does the MnIIIP in +3 oxidation state (Eq. (27.3)).108

Therefore, the O2
− removal may be coupled with ONOO− reduction and with ascor-

bate oxidation as demonstrated in equations (27.3)–(27.7). The rate constants for

the reactions of MnIIIP with ONOO− were determined for a range of Mn porphyrins

(Table 27.1).
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MnIIIP5+ +ONOO− ↔ O = MnIVP4+ + •NO2kred1(ONOO−) (27.3)

MnIIP4+ +ONOO− ↔ O = MnIVP4+ + NO2
−kred2(ONOO−) (27.4)

MnIIIP5+ +O•−
2 ↔ MnIIP4+ +O2kox(O

•−
2 ) (27.5)

MnIIIP5+ + HA− ↔ MnIIP4+ + HA•(HA• → A•− + H+)kox(HA
−) (27.6)

MnIIP4+ + 2H+ +O•−
2 ↔ MnIIIP5+ + H2O2 kred(O

•−
2 ) (27.7)

O = MnIVP4+ + HA− + H+ ↔ MnIIIP5+ + A•− + H2O kred(O = MnIVP4+) (27.8)

The rate constants determined for one-electron reaction of MnP with ClO− are of
similarmagnitude as thosewith ONOO− (Table 27.1).85 The compounds that are pow-
erful SODmimics are also powerful reductants of ONOO− and ClO−. This is so because
of the crucial role of the binding of those reactive species to Mn site in a first step of
reduction, which in turn parallels E1/2 of MnIIIP/MnIIP redox couple involved in O•−

2

dismutation as follows. The E1/2 values of O=MnIVP/MnIIIP redox couple (involved
in the electron transfer from Mn +3 oxidation state to ONOO− bound to it), how-
ever, are essentially identical for all Mn complexes as found by us and others (Table
27.1).40 Thus, the reactivities of Mn porphyrins towards ONOO− and ClO− depend
solely upon their binding. The binding of either ONOO− or ClO− is proportional to
the electron density of the metal site and thus relates to the first proton dissociation
constant of axial waters, the pKa1. Mn and Fe porphyrins have axially bound either
aqua or hydroxo ligands, depending on the pH and the value of pKa1. Those Mn por-
phyrins that are more electron deficient tend to bind the oxygen of a water molecule
stronger. Subsequently, the hydrogen atom is loosely bound to oxygen and water is
easily deprotonated at lower pH values, the pKa1 is in turn lower. In addition to axial
waters, the pyrrolic nitrogens of a porphyrin ligand have their own proton equilibria.
Their pKa values parallel the pKa values of axial waters of metalloporphyrins as both
depend on the electronic properties of a porphyrin ring. We have previously reported
that pKa values of pyrrolic nitrogens are linearly related to E1/2 of MnIIIP/MnIIP redox
couple.24 We have recently reported that the pKa1 values of the first axial water
are also linearly related to E1/2 of MnIIIP/MnIIP redox couple.40 Therefore, the reduc-
tions of ClO− and ONOO− by MnP are controlled by same parameters as the dismutation

of O•−
2 .

Reactions with •NO and HNO. Cationic Mn(III) N-substituted pyridylporphyrins
react with •NO and HNO.104,105 In either case, they give rise to the same product,
nitrosylated compound, (NO)MnIIP. Under aerobic conditions, nitrogen oxides
(such as N2O3) get released very slowly and MnIIIP is re-generated.104 MnTBAP3−

reacts with HNO also, but with •NO only under reducing conditions.121

Catalase-like activity. The catalase-like activities of Mn porphyrins (dismutation
of H2O2 to oxygen O2 and H2O) are very low and practically insignificant (Eqs
(27.9) and (27.10)) accounting for at most 0.06% of activity of catalase enzyme
[log kcat(H2O2)].

89 The two-electron reduction and oxidation during H2O2 dismuta-
tion process can occur not only through equations involving O=MnVP=O species
(Eqs (27.9) and (27.10)) but also through redox cycling between MnIIP (formed in
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Figure 27.16 The role of H2O2 in MnP-related cellular pathways. The most potent SOD mimics

are able to oxidize a number of biological molecules (those studied thus far are listed here) in

the presence of H2O2. AO, ascorbate oxidation; TO, thiol oxidation; TPx, thiol peroxidation;

NAD-ox, NAD oxidation; NADP-ox, NADP oxidation; L-ox, lipid oxidation; L-Px, lipid

peroxidation. Adapted from ref 216. (See color plate section for the color representation of this figure.)

vivo for example in reaction with ascorbate, Eq. (27.6)), and O=MnIVP.216

MnIIIP5+ + H2O2 ↔ O = MnVP = O3+ + 2H+ (27.9)

O = MnVP = O3+ + H2O2 + 2H+ ↔ MnIIIP5+ +O2 + 2H2O (27.10)

The catalase-like activity of Fe porphyrins is somewhat higher, but occurs with
lower turnover number, due to faster oxidative degradation of Fe versus Mn por-
phyrins. Higher turnover number could be achieved with more stable corrole com-
plexes [see the section “Other SOD mimics”].89

Reactivity toward biological targets (NADH, NADPH, lipids, protein thiols, etc.) that invo-
lves H2O2.While catalase-like activity is insignificant, it appears that H2O2 is involved
in the mechanism of action of SOD mimics via GPx- and cysteine oxidase-like
actions.2,122,123 It has been initially suggested by Piganelli’s group that Mn porphyrins
can oxidize cysteine of the p50 subunit of NF-κB.88,124,125 It has been recently
substantiated by Tome’s group that Mn porphyrins can S-glutathionylate protein
thiols of p50 and p65 subunits of NF-κB and of complexes I, III, and IV.2,122,123

Data demonstrated the key involvement of H2O2 and GSH.87–89,123–125 We have
subsequently explored H2O2-related aqueous chemistry and have summarized the
role of peroxide in Mn porphyrins action in Figure 27.16.123 In the presence of
peroxide, MnP can oxidize several other targets, such as NADH and NADPH, as well
as lipids such as shown in Figure 27.16.

Yet, MnP can produce H2O2 also (during cycling with cellular reductants and
O•−

2 ) and subsequently reuse it to oxidize biotargets (see the following paragraph
and Figures 27.16 and 27.17). This agrees well with the results from Tome’s group: no
change in H2O2 levels were demonstrated upon the treatment of lymphoma cells with



�

� �

�

442 Chapter 27

Mn porphyrin and dexamethasone – a H2O2 producing system.88,124,125 This indicates
that any H2O2 formed is consumed in subsequent oxidation/peroxidation processes.

Cycling of Mn porphyrin with cellular reductants – ascorbate and thiols resulting in the

production of H2O2. Such cycling is demonstrated in Figures 27.16 and 27.17. Another
biologically relevant reaction of Mn porphyrins is the one with oxygen. Once MnIIIP
is reduced to MnIIP with either ascorbate or thiol or O•−

2 , it will recycle back to MnIIIP.
Reduction to MnIIP and its reoxidation occur with those species that are in vicinity
of MnP and at high concentration. The reduction can occur with O•−

2 , ascorbate,
thiol, or tetrahydrobiopterin, while the reoxidation can occur with oxygen, O•−

2 ,
ONOO−, ClO−, HO2

−
, lipid species, and so on. The reoxidation could be one- or

two-electron reaction. The one-electron reoxidation of MnIIP with oxygen will give
rise to O•−

2 , which can then either in enzymatic manner or via self-dismutation
produce H2O2. The one-electron reoxidation of MnIIP with O•−

2 will produce H2O2

in a superoxide reductase-like manner. Reoxidation with oxygen is more likely than
with O•−

2 because of the much higher intracellular levels of oxygen. In either case,
H2O2 will be produced, as demonstrated in several studies.87,88,90

The impact of MnP/H2O2 on cancer versus normal cell. H2O2 produced in vivo by MnP
or by other means can be used by MnP to catalyze the oxidation of biological tar-
gets, such as thiols of p50 and p65 subunits of NF-κB with its subsequent inactivation
(Figure 27.17).88,90,123 If themagnitude of their oxidation ismodest, the NF-κB-driven
secondary oxidative stress will be suppressed and, in turn, cells will be rescued from
excessive inflammation.129,130 If, however, the levels of H2O2 are high, such as in
cancer cell and further enhanced during cancer radio- or chemotherapy, the NF-κB
(tumor) suppression may be of such magnitude that it will result in cell death. The
cell death could be enhanced via inactivation of complexes I and III of electron trans-
port chain by MnP.88 Mild transient (normal tissue) versus continuous and extensive
inhibition of NF-κB (tumor) may be compared to the use of aspirin/ibuprofen ver-
sus steroids (prednisone, dexamethasone). All three therapies suppress activation of
NF-κB but result to various degrees of resolution of inflammation.131 Therapy with
aspirin and ibuprofen is efficacious only under mild inflammatory conditions. When
inflammation is excessive, only steroid (prednisone/dexamethasone) would work,
such is the case with pinched nerves or brain tumors. The steroid therapywould cause
major suppression of NF-κB-driven inflammation and would thus be very efficacious
on a short run. Yet on a long run, the extensive suppression ofmajor transcription fac-
tor, NF-κB, would cause extensive metabolic damage such as induction of diabetes.131

The difference between the cancer and normal cell is depicted in Figure 27.17.
The cancer cell, relative to the normal cell, is under constant oxidative stress, that
is, inflamed, as it has the perturbed balance between the endogenous antioxidants
and reactive species.2,102 Frequently, the enzymes in charge of maintaining H2O2 at
nanomolar levels are downregulated, while MnSOD is upregulated. Consequently,
the peroxide levels get increased, which in turn results in high sensitivity of cancer cell
to any further increase in oxidative stress. Such sensitivity of cancer cell is frequently
exploited in cancer radio- and/or chemotherapy. These therapeutic modalities kill
cancer cell via excessive production of reactive species. Recently, we and others are
exploring the use of a joint MnP/ascorbate system in cancer therapy, alone or in com-
bination with radiation, to enhance H2O2 production and cancer cell death.123,214,215
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Figure 27.17 Differential role of peroxide in the mechanism(s) of action(s) of Mn porphyrins in cancer versus normal cell. Cancer cell is already under

oxidative stress and is vulnerable to any additional increase in it. This is frequently due to the perturbed balance between SOD enzymes and H2O2-removing

enzymes, which results in high H2O2 levels. The sensitivity to additional increase in oxidative stress has been employed in reactive species-producing cancer

treatments such as radio- and chemotherapy, Normal cell has a variety of endogenous antioxidants to fight oxidative stress unless overwhelming. Most

recent data indicate higher MnP levels in tumor than in normal tissue.214,215 Thus, given higher H2O2 and MnP levels, the yield of the reactions of the MnP

in cancer and normal cells is differential and results in cancer cell death vs normal cell healing. The p50 and p65 are NF-κB subunits; p65-S-S-G and

p50-S-S-G are glutathionylated subunits; cys p65 and cys p50 relate to cysteines of p50 and p65 subunits; complexes I, III, and IV are complexes of

mitochondrial respiration; GSH, glutathione; NOS, nitric oxide synthase; GPx, glutathione peroxidase; TrxR, thioredoxin reductase; Prx, peroxiredoxin; HA−,

monodeprotonated physiologically relevant form of ascorbic acid. The Nrf2/Keap1 pathway, which controls levels of endogenous antioxidative defenses,

seems to be involved. For details on pathways listed, please refer to Forum Issue of Antioxid Redox Signal on “SOD therapeutics”, 2014.88,127,128,216
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Interaction with signaling proteins and other cellular
proteins

Several studies provided evidence that Mn porphyrins are able to suppress cel-
lular transcription (Figure 27.18). Impact on signaling proteins may be one of
the major mechanisms of MnP actions. This was seen with HIF-1α, AP-1, AIF,
SP-1, and NF-κB.74,87,88,138–142 The impact on other proteins with their subsequent
inactivation, such as complexes I and III of mitochondrial respiratory chain, was
also demonstrated.124 MnTE-2-PyP5+ and its analogs, such as MnTnBuOE-2-PyP5+

(Jaramillo et al., unpublished), directly react with the cysteine residues of NF-κB
subunits and complexes I and III and oxidize and/or S-glutathionylate them either in
cytosol (p65 and p50) or in nucleus (p50), preventing their DNA binding.88,124 Indeed
aqueous solution chemistry showed that cationic Mn(III) N-alkylpyridylporphyrins
can oxidize thiols (glutathione, cysteine, and N-acetylcysteine) directly and in a
pH-dependent manner in aqueous system and in a cell-free medium.86,123 Such
one-electron oxidation of thiols with MnIIIP is only possible with those compounds
that have E1/2 >0mV versus NHE, such as ortho, meta, and para isomeric Mn(III)
N-substituted pyridyl- or diortho N,N′-disubstituted imidazolylporphyrins. Those that

Redox-active

therapeutics
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PTEN

Transcription factors

Pl3K/AKT, p38 MAPK, ERK

Nrf2/Keap1HIF-1α; AP-1; SP-1

VEGF; EGF; NHE
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TNF-α; IL-6; IL-8; MCP-1SOD; CAT HO-1; GPx; GST; Trx; GR

Figure 27.18 The interaction of SOD mimics with key cellular proteins. Only some of them are

listed. The knowledge on new interactions emerges constantly. The interactions with HIF-1α,
AP-1, SP-1, and NF-κB were demonstrated with several classes of SOD mimics (see

manuscripts published in 2014, Forum Issue on “SOD Therapeutics”).2,122,127,132–135 The

action upon Nrf2/Keap1 (with subsequent upregulation of numerous endogenous

antioxidative defense systems, some of which are indicated here) has been reported with

Mn(II) cyclic polyamine, nitroxide, and natural product curcumin. While the Nrf2/Keap1 was

not directly assessed as a result of treatment with MnTnHex-2-PyP5+, the upregulation of most

of the listed enzymes was seen in kidney ischemia/reperfusion rat model; the impact was

enhanced when MnP was given along with N-acetylcysteine – H2O2 producing system.136,137

The action upon protein thiols is direct, while the actions on other pathways may be indirect

and waits further exploration.86,88 The inhibition of Na+/H+ exchanger (NHE in this figure

only, otherwise normal hydrogen electrode) was shown in rat streptozotocin diabetes

nephropathy model.130 Adapted from ref 2.
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have negative values of E1/2 <0mV versus NHE (e.g., MnTBAP3− or MnTSPP3−) can
perhaps still oxidize thiols but through another redox couple, O=MnIVP/MnIIIP. Also
Mn(III) corroles and Mn(II) cyclic polyamines (e.g., M40403) could not directly
oxidize thiols. Yet, in vivo in an oxidizing environment MnTBAP3−, MnTSPP3− and
Mn and Fe corroles, as well as cationic Mn porphyrins, could be oxidized to O=MnIVP
with a variety of reactive species including ONOO−, H2O2, and lipid-reactive species.
Such highly oxidizing O=MnIVP species can in turn oxidize or S-glutathionylate
thiols. This could perhaps explain why in vivo MnTBAP3− suppresses NF-κB
expression,121 but not in a cell-free medium where there is no species that could first
oxidize it. Possibly, MnTBAP3− could inactivate NF-κB via H2S/NO/HNO pathways
studied by Miljkovic/Filipovic et al.121,143 Under conditions of increased oxidative
stress, such as in cancer or in cancer treated with radio- and chemotherapy or with
MnP/ascorbate H2O2-producing system, MnP can utilize H2O2 to catalyze protein
oxidation or peroxidation employing O=MnIVP/MnIIIP redox couple also.123,213,214

Mn porphyrins were not yet explored on their ability to activate Nrf2 via oxida-
tion of Keap1 cysteines. Such a possibility has been addressed with another type of
SODmimic, Mn(II) cyclic polyamine, and nitroxide.143 Nrf2 controls the regulation of
endogenous antioxidative defenses; thus, its activation may be the most appropriate
therapeutic effect of a drug. The data on MnP have been provided by Dorai’s group in
a rat kidney I/R model. The rats were treated with combined multicomponent drug
system (MnTnHex-2-PyP5+/growth factors/amino acids of Krebs cycle). The adap-
tive response was demonstrated as a significant upregulation of CuZnSOD, MnSOD,
EC-SOD, lactoperoxidase, catalase, several peroxyredoxins, thioredoxin reductase,
and so on, was observed. The effect wasmore pronouncedwhenN-acetylcysteinewas
added that might have cycled with MnTnHex-2-PyP5+. Consequently, H2O2 might
have been produced resulting in an adaptive response such that Keap1 thiol would
be oxidized and Nrf2 would be activated.136 Considering the impact of curcumin and
Mn(II) cyclic polyamine on Nrf2/Keap1 pathway (for further discussion see Ref.2),
the data on kidney ischemia/reperfusion suggest that such a pathwaymight have also
been involved in MnP action in rat kidney I/R injury.

Apart from the direct action of SODmimics on signaling protein thiols, it has been
proposed that Mn porphyrins can scavenge reactive species and eliminate the signal
for activation of transcription factors that are postulated in Refs138,139. Whether the
magnitude of such action(s) is high enough to be biologically relevant or not is still
to be explored.

Which type of reaction(s) will an SOD mimic undergo
in vivo?

This is the most difficult and poorly understood issue with SOD mimics and many
other redox-active drugs. It can be safely said that the type and the magnitude of the
reactions of SOD mimics and other redox-active drugs with biological targets will be controlled

by the location of an SODmimic, by its concentration, and the concentration and type of reactive

species (low-molecularweight or protein bound) it will encounter. Fairly accurate conclusions
may be drawn on the mechanisms of action only if the studies using pharmacological
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Figure 27.19 Major classes of diseases where Mn porphyrin-based SOD mimics were

successfully tested. Studies are done on cells, rodents, and nonhuman primates. Pulmonary

radioprotection was tested on nonhuman primates.146 More detailed list of diseases was

provided in Refs.2,22, 25. Some of the therapeutic effects of other drugs are listed in several

review manuscripts.2,22,25,127,133,147

approaches (with SOD mimic or other redox-active drugs) are combined with those
using MnSOD or Cu,ZnSOD genetically modified animals.139,144,145

Therapeutic effects of Mn porphyrins

Therapeutic effects of Mn porphyrins are summarized in Figure 27.19. Mn
porphyrin-based SOD mimics have exhibited therapeutic efficacy in numerous
cellular and animal studies (including nonhuman primates) in different models of
diseases where the redox environment has been perturbed and which conditions,
therefore, have oxidative stress in common. Some of the examples are injuries
of central nervous system, cancer, radiation injury, immune disorders such as
diabetes and neurodegenerative disorders. All therapeutic effects are summa-
rized in Refs2,22,25,127,133. The therapeutic effects are explained in detail in the
manuscripts of the Forum Issue of Antioxidants & Redox Signaling 2014 dedicated to
SOD therapeutics.2,122,127,132–135

Other SOD mimics

Most recently, we have shown that the SAR established for Mn porphyrins is valid
for all classes of SOD mimics. Such evidence provided in Figure 27.20 supports the notion
that the approach to the design of porphyrin-based SOD mimics is of much wider relevance.

In other words, superoxide does not care with whom it exchanges electrons as long
as it is energetically favored, that is, if it happens at E1/2 somewhere in between the
E1/2 for O•−

2 reduction and oxidation. The more the E1/2 of SOD mimic is close to
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Figure 27.20 Structure–activity relationship between the log kcat(O•−
2 ) and E1/2 for redox

couple involved (dashed line for MnIIIP/MnIIP and dotted line for MnIVP/MnIIIP). The

relationship fits best for metal complexes and is not that good for nonmetal-based compounds

such as nitroxides; its ability to affect superoxide dismutation is related to the fairly high rate

constant for the reaction of nitroxide with protonated superoxide, very little of which is

present at physiological pH. It seems that perhaps two relationships exist for two different

redox couples and are slightly shifted based on different energetics of electron transfers

involved with those couples. The maximum of the bell shape of the SAR describes the

potential at which both steps of dismutation process occur at similar rates and where the

kcat(O
•−
2 ) is in turn maximal. For those compounds that use MnIIIP/MnIIP redox couple, at

more negative potentials, the metal +3 oxidation state is stabilized and cannot be reduced with

O•−
2 to start the dismutation process. At more positive potentials, Mn is stabilized in +2

oxidation state and cannot be oxidized with O•
2 in the first step of dismutation process. For

those compounds that use MnIVP/MnIIIP redox couple, such as corroles and biliverdins, the

reverse is true. The first step would involve the oxidation of the metal site from Mn3+ to Mn4+

and the reduction of O•−
2 followed by reduction of metal to Mn +3 oxidation resting state with

concomitant oxidation of O•−
2 . To identify the compounds reader is directed to Table 27.1.

Adapted from ref 2. (See color plate section for the color representation of this figure.)

the midway potential of ∼+300mV versus NHE, the more potent it is, as it is able
to equally well reduce and oxidize superoxide. So no half-reaction of dismutation
process will be precluded owing to stabilization of Mn in either +3 (if E1/2 <−180mV
and thus cannot be reduced with O•−

2 ) or in +2 oxidation state (if E1/2 >+800mV,
and thus cannot be oxidized with O•−

2 ). The larger is the distance from the midway
potential, the slower is the dismutation because of the stabilization of Mn in one of
the two oxidation states. While most of Mn and Fe porphyrins employ MnIIIP/MnIIP
redox couple for O•−

2 dismutation, Mn biliverdin and its analogs and Mn corroles
employ MnIV/MnIII redox couple with a remarkable success.2,29

Structures of SOD mimics other than Mn porphyrins are listed in Figure 27.6.
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Fe(III) porphyrins. The chemistry of Mn and Fe aqua ions and their porphyrin
complexes is very different. Thus, under physiological conditions, the cationic Fe
porphyrins exist as monohydroxo species, (OH)FeTE-2-PyP4+. In such a state, the
Fe site has one water molecule and one OH− axially ligated. Mn analog, however,
under identical conditions has two axially coordinated waters. The presence of OH−

ligand in FeP modifies its potential to be identical to the one of MnP; in turn under
physiological pH both Fe and Mn porphyrins have identical log kcat(O•−

2 ) values
listed in Table 27.1.24,83 The Fe porphyrins are listed in Figure 27.6. FePs are more
prone to undergo oxidation with H2O2 than Mn analogs, whereby they lose metal;
consequently released Fe may impose toxicity as proven in our studies.24,83,89 As
demonstrated in E. coli study, when used at very low≤1 μM levels (up to 100-fold
lower concentrations than those of analogous MnPs), the release of tiny amounts
of Fe was protective as it replaced the Fe lost during O•−

2 -driven oxidation and
inactivation of Fe–S cluster-based proteins (dehydrates such as aconitase, Krebs
cycle enzyme) and other Fe proteins as well.149 It is intriguing, however, that many
reports showed the protective effects of Fe porphyrins (FeTM-4-PyP5+, FeTSPP5+,
FP-15, INO-4885, or WW-85) in animal models of diseases where they were
administered at fairly high levels comparable to those of MnPs.23,60–68 Still the ortho
Fe(III) N-benzylpyridylporphyrin INO-4885(WW-85) showed protection on μg/kg
scale. It is presently in clinical trials for contrast-induced nephropathy.

Mn(III) biliverdin and its analogs. The Mn(III) biliverdin is listed in Figure 27.5. The
beneficial impact of heme oxygenase suggested that Mn(III) biliverdin and Mn(III)
bilirubin may act as SOD mimics. Indeed, the high log kcat(O•−

2 )were reported for Mn
biliverdin dimethyl ester and several other analogs.29 The most unexpected observa-
tion was that Mn(III) complex with biliverdin is a dimer where presence of oxygen
stabilized Mn in +4 oxidation state. Thus, instead of using MnIIIP/MnIIP redox cou-
ple, Mn biliverdin and its analogs use (MnIVBV−)2/(MnIIIBV2−)2 redox couple for the
catalysis of O•−

2 dismutation. The use of this couple where Mn cycles between +3 and
+4 oxidation states, first established with Mn biliverdins, was later demonstrated also
with Mn(III) corroles.2

Mn(III) and Fe(III) corroles. Because corrole ligand is tri-anionic ligand (relative to
two-anionic porphyrin ligand), it forms three covalent bonds withMn that neutralize
the charge on the Mn site. In turn, it forms more stable complexes relative to por-
phyrin ligand. The metallocorrole is further stabilized during the catalysis of O•−

2 dis-
mutation as it cycles from lower Mn +3 to higher Mn +4 oxidation state. Such redox
cycling is similar to the one observed with Mn(III) biliverdin. The most potent cor-
role is di-anionic compoundwith two sulfonato groups on beta pyrrolic positions.35,150

The complex is anionic that seems to suppress its transport across the lipidmembranes
into central nervous system and into mitochondria.150 Based on Murphy’s and Sku-
lachev’s research, to reach mitochondria, the drug must be (i) positively charged to
be driven there by mitochondrial negative potential; and (ii) lipophilic to cross two
mitochondrialmembranes.151–153 Metallocorrolewith log kcat(O•−

2 ) as high as 8.11was
synthesized (Figure 27.6 and Table 27.1). In comparison with MnPs, the elimination
of ONOO− with metallocorroles is catalytic. In the first step, Mn(III) corrole gets oxi-
dized with ONOO− two-electronically to O=Mn(V) compound. This highly valent Mn
corrole is an oxidant that is strong enough to oxidize ONOO− while being reduced
back to Mn(III) corrole.35 HNO2 was made in both steps.
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Similar to Mn porphyrins, the metallocorroles are not O•−
2 specific and report-

edly reduce ONOO−.154–157 Also, the Fe analog has fair catalase-like activity, which is
several fold higher than that of Fe porphyrin.158,159 Additionally, Fe corrole is more
stable toward oxidative degradation with H2O2 and thus has higher turnover number
than Fe porphyrin.158,159 The in vivo H2O2 levels are so low – in between nanomo-
lar and submicromolar – that the impact of H2O2 on metalloporphyrin degradation
may be irrelevant. If levels of H2O2 relevant to porphyrin degradation were ever
reached, the cell would undergo death. Thus, in vivo relevance of catalase-like activity
of redox-active drugs such as Mn porphyrins and Fe corroles needs further investi-
gation. A few recent studies indicate that in both normal (but sick) and cancer cells,
MnPs employ H2O2 to modify protein thiols whereby affecting the cellular transcrip-
tion activity and restoring physiological redox environment. Therefore, if MnP-based
therapy requires H2O2, the logical question arises: Is there any advantage of designing
an MnP with catalase-like activity?

Mn salen derivatives. Doctrow’s group has developed Mn salen derivatives for ther-
apeutic purposes. Such compounds have modest SOD-like activities (Table 27.1).160

While of limited metal/ligand stability, Mn salens have showed therapeutic efficacy
in many models of diseases. The cyclic crown ether structure was added to Mn salen
core in EUK-207 (Figure 27.6) to improve metal/ligand stability and in turn pre-
vent Mn loss. In an elegant study on Cryptococcus neoformans, the Mn salen EUK-8
and ascorbate were the only compounds capable of rescuing the MnSOD-deficient
mutant when exposed to elevated temperatures.161 None of the Mn porphyrins stud-
ied, cationic (N-alkylpyridylporphyrins) and anionic (MnTBAP3−) were successful.
The data suggest that perhaps Mn salen delivers Mn to the mitochondria. Similar to
other SOD mimics, Mn salens can also react with species other than O•−

2 , such as
ONOO−, ClO−, and •NO.23

Mn(II) cyclic polyamines. It is important to note that this class of very potent SOD
mimics (some of which approaching the activity of SOD enzyme) has Mn in +2 oxi-
dation state, which renders it low metal ligand stability.2,23,46–49 Apart from O•−

2 , it
reportedly can react with •NO dismuting it to NO+ and NO−(HNO).162 The most stud-
ied M40403 is listed in Figure 27.6.

Mn(II) complex with 1,2-diaminoethane-based ligand. The Mn(II) complex listed
in Figure 27.6 has appropriate thermodynamics for O•−

2 dismutation, with
E1/2 =+440mV versus NHE to operate as SOD mimic as indicated in studies of
Policar’s group on activated macrophages.163 The plus charge on Mn site may
facilitate the approach of anionic O•−

2 .
Mn(II) low-molecular weight complexes such as Mn(II) phosphate and Mn(II) lactate.

Some living organisms, such Lactobacillus plantarum, do not have SOD enzymes
but accumulate millimolar levels of manganese. Mn(II) lactate reportedly has the
SOD-like activity, only 65-fold lower than that of SOD enzymes.164 The fair SOD-like
activity of low-molecular Mn(II) complexes, log kcat(O•−

2 ) of 6–7, was reported
by several groups.29,165,166 Some of the published data suggest that some metal
complexes are therapeutically efficacious as they serve as Mn transporters.2,23,102,167

Thus, with C. neoformans, Mn salen but not MnCl2 was efficacious in protecting
MnSOD-deficient strain from oxidative stress caused by temperature elevation.161

The protection of SOD-deficient E. coli and Saccharomyces cerevisiae was reported also
at levels of ≥0.5mM Mn.168
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Metal oxides. Metal oxides are listed in Figure 27.6. Osmium tetroxide aqueous

solution has a very high log kcat(O•−
2 ) ∼ 9; yet OsO4 is very toxic. Nanoparticles of

cerium dioxide have log kcat(O•−
2 ) of 9.55 due to their unique structure similar to

nitrone spin trap. Nanoceria has been tested in numerous models of diseases. The

activity toward other species such as •NO, ONOO−, and H2O2 has been reported

(see Ref.169 for review). While such nanoparticles carry pharmacological potential,

caution must be exercised due to their cationic charge, potential to aggregate, and

potential to release extremely toxic Ce4+. The recently reported results suggested

that prolonged oral exposure to nanoceria has the potential to cause genetic dam-

age, biochemical alterations, and histological changes after retention in vital organs

of rats.169,170Research on biocompatibility of pharmaceutical preparations is needed

because conclusions on nanoceria toxicity remain uncertain and controversial.

Is therapeutic efficacy proportional to SOD-like activity
of SOD mimics?

Are there data demonstrating that the higher SOD-like activity results in higher

therapeutic effects – a frequently asked question? The studies on SOD-deficient

E. coli and S. cerevisiae prove that the more potent SOD mimic is, the higher the

protection of those organisms is offered.40,134 Most recently, two studies also

substantiate that fact. Only potent SOD mimics are able to suppress sponta-

neous lipid peroxidation of brain homogenates.40 The magnitude of suppression

parallels the metal-centered E1/2, which in turn parallels log kcat(O•−
2 ), that is,

the SOD-like activity (see structure–activity relationship in Figures 27.11 and

27.20). Thus, at 20 μM, MnTE-2-PyP5+ fully suppressed lipid peroxidation, while

MnTBAP3− was inefficacious up to 200 μM. When breast cancer cell line MCF-7

was exposed to MnP/ascorbate – a peroxide producing system – again those Mn

porphyrins that are more potent SOD mimics are more efficacious in killing cancer

cells.171 The most recent data showed that MnTE-2-PyP5+/radiation /ascorbate and

MnTnBuOE-2-PyP5+/radiation/ascorbate, but not MnTBAP3−/radiation /ascorbate,

profoundly suppressed 4T1 tumor growth in a mouse flank model.215 A different

mechanism seems to be involved: in lipid peroxidation, the antioxidative actions

in elimination of the lipid-reactive species are likely operative, while prooxidative

H2O2-driven peroxidation reactions catalyzed by MnPs account for cancer cell killing

and tumor growth delay (see earlier sections). As already noted, and because it

operates at a fairly mild reduction potential (which allows it to oxidize and reduce

superoxide equally well), within the redox environment of a cell, the efficacious

SOD mimic carries the potential to be an equally able (pro)oxidant and antioxidant

(reductant). Data on therapeutic efficacy suggest that development of compounds to be

powerful SOD mimics may still be the most appropriate strategy in designing powerful drugs

to suppress oxidative stress injuries and restore the physiological redox environment.
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Redox-active synthetic compounds other than SOD
mimics

Some of the redox-active synthetic drugs, which are not SODmimics, frequently used
in animal models and progressed into clinical trials are presented in Figure 27.21.

Mangafodipir and its mixed Mn/Ca analog, Ca4Mn(DPDP)5. Mangafodipir, a man-
ganese(II) complex with dipyridoxyl diphosphate, has been developed as a contrast
agent, but is protective in cardiac infarction also (Figure 27.21) due reportedly to
its MnSOD-like, catalase-like and glutathione reductase-like activities.172–175 The
ability to scavenge O•−

2 (but not ability to catalyze O•−
2 dismutation) was determined

originally by EPR in the reaction with DMPO.172 Later, its SOD-like activity in a
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Figure 27.21 Other redox-active therapeutics. Listed are compounds that are not able to both

reduce and oxidize O•−
2 . Yet, during redox cycling, they can still affect in vivo levels of O•−

2 by

removing it via oxidizing or reducing it. Due to its high oxidizing power, some compounds can

be oxidized with ONOO− and cycle back with cellular reductants or perhaps other species

(e.g., MnTBAP3−or AEOL11207).
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nitrobluetetrazolium (NBT) assay was expressed as 680U/mg and compared with
the “SOD-like activity” of MnTBAP3−, which was expressed as 1700U/mg.119,176

As MnTBAP3− has no SOD-like activity, the SOD-like activity of mangafodipir and
its mixed Mn/Ca calmangafodipir analog is questionable.167 No data are available
to support its exclusive mitochondrial matrix location. The replacement of 80% of
Mn with Ca in Ca4Mn(DPDP)5 reportedly improved the therapeutic efficacy of a
compound. The therapeutic effects against myelosuppressive actions of oxaliplatin
and in myocardial infarction may be due to other mechanism(s) of action(s). The
compound is in phase II clinical trial as a chemotherapy adjunct in patients with
colorectal cancer.

MnTBAP3−. Mn(III) meso-tetrakis(4-carboxylatophenyl)porphyrin, MnTBAP3−

(Figure 27.21) was incorrectly identified as SOD mimic decades ago and subse-
quently and frequently used in vivo to show the involvement of O•−

2 in different
animal models of diseases.177–179 The aqueous chemistry studies on log kcat(O•−

2 ) and
the data on O•−

2 – specific aerobic growth of E. coli and S. cerevisiae (where MnTBAP3−

has no efficacy in rescuing those organisms when growing aerobically) unambigu-
ously identified the lack of SOD-like activity of MnTBAP3−; log kcat(O•−

2 ) = 3.16
is below the value for O•−

2 self-dismutation.134,167 The catalase-like activity has
also been assigned to it, while there is none.89 Based on early misassignment,
MnTBAP3− has been frequently used by numerous researchers to show the
involvement of combined impact of O•−

2 and H2O2 on metabolic pathways.121,177,179

Regardless of the incorrect assignment of the mechanism, such studies have demon-
strated its therapeutic potential and thus justify efforts to figure out what types
of actions are involved in the efficacy of MnTBAP3−.126,148,180–202 To complicate
things further, often impure MnBAP3− from different commercial sources was
used in studies. Such preparations contain Mn aqua/hydroxo/acetato species,
which in their own right have the SOD-like activity.167,203 The use of impure
samples obstructs the efforts to understand the therapeutic efficacy of MnTBAP3−.
Yet, three other studies demonstrated its efficacy where a very pure sample of
MnTBAP3− was compared to efficacious cationic SOD mimics (MnTE-2-PyP5+ and
MnTnHex-2-PyP5+).121,178 The impact of MnTBAP3− and MnTnHex-2-PyP5+ on
NF-κB pathways, but not on SOD-like activity, was demonstrated in the suppression
of spinal cord ischemia/reperfusion injury under identical dosing regimens.121

Studies are in progress to examine the magnitude of the effect and gain further
insight into the mechanistic issues involved. The role of ONOO− is also possible.121

MnTBAP3− is able to reduce it with kred(ONOO−) of 1.05×105 M−1 s−1, which
is still more than 2 orders of magnitude slower than of MnTnAlkyl-2-PyP5+

(Table 27.1).
MnTSPP3−, Mn(III) meso-tetrakis(4-sulfonatophenyl)porphyrin (Figure 27.21).

With E1/2 =−160mV versus NHE, this MnP can hardly catalyze O•−
2 dismuta-

tion. Additional unfavorable electrostatics, where anionic charges on periphery
repulse anionic O•−

2 , reduces its ability to catalyze O•−
2 dismutation to a very low

log kcat(O•−
2 ) = 3.93, below the one for O•−

2 self-dismutation.23

Mn(III) 5,15-bis(methoxycarbonyl)-10,20-bis-trifluoromethylporphyrin (AEOL11207)
(Figure 27.21). Although two CF3 electron-withdrawing groups were attached
directly to the porphyrin meso positions, the SOD-like activity of this compound
is still not significant due, at least in part, to the lack of electrostatic facilitation
for the reaction with O•−

2 . It is reportedly ∼350-fold less potent SOD mimic than
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MnTDE-2-ImP5+ (with log kcat(O•−
2 ) ∼ 5.23).50 Due to its lipophilicity, it is orally

available and reportedly helpful in animal models of oxidative stress.51 AEOL11207

likely has the modest ability to reduce ONOO−. Interestingly, in an epilepsy model, it

partially rescues complex II of mitochondrial respiration with concomitant increase

in ATP levels in MnSOD-/- knockout mice (B6D2F2, able to live 8–10 days), without

impacting complex I. The inability to inhibit complexes I and III (observed with

MnTE-2-PyP5+) supports the notion that such Mn porphyrin relative to cationic

MnTAlkyl-2-PyP5+ is less redox-able to act on protein thiols and perhaps acts through

different pathways.51

Manganese(III) complex of bis(hydroxyphenyl)dipyrromethene, SRI110 (Figure 27.21).

While having no SOD-like activity, the compound does have fair ability to scavenge

ONOO− with kred(ONOO−)= 1.6×106 M−1 s−1 (Table 27.1).204

Nitroxides. Some representatives of nitroxides are shown in Figure 27.21.

While not SOD mimics under physiological pH, nitroxides could be oxidized

one-electronically to oxo-ammonium cation with decompositional products of

ONOOCO2
−: CO•−

3 and •NO2. Yet, they could affect the levels of O•−
2 because the

oxo-ammonium cation reacts rapidly with O•−
2 closing the catalytic cycle.23 Nitroxide

could be reduced one-electronically by ascorbate and thiols to hydroxylamine. The

oxo-ammonium cation could also be reduced to hydroxylamine two-electronically

with alcohols, thiols, and so on. Redox properties of nitroxides are also used in

imaging of oxidative stress in vivo.205,206 Recent data indicate that nitroxides could

affect the Nrf2/Keap1 pathway.207 This pathway controls the levels of endogenous

antioxidative defenses such as catalases, SOD enzymes, peroxidases, and so on. The

oxidation of Keap1 cysteines could occur via reduction of oxo-ammonium cation

to nitroxide. The redox cycling of nitroxide to hydroxylamine is less likely, but not

excluded.

Nitrones. The di-sulfonated PBN, NXY-059 (Figure 27.21), failed to produce an

effect in stroke clinical trials. Presently, the NXY-059 is in development as anticancer

agent.208 Substantial evidence indicated its therapeutic efficacy in blast-induced

brain injury.209 Modified versions are synthesized to target mitochondria.210

Nitrones could be oxidized to nitroxides one-electronically with carbon-centered

radicals. They are now in development as anticancer agents.

MitoQ. MitoQ (Figure 27.21) was designed to mimic redox properties of

ubiquinone, a site of O•−
2 production in electron transport chain. The molecule

contains a redox-active unit, quinone, lipophilic alkyl chain of 10-carbon atoms,

and cationic triphenylphosphonium ion. Studies by Skulachev’s and Murphy’s

groups taught us that a compound must bear the lipophilic and cationic components

to reach mitochondria.151–153 MitoQ has been an excellent tool in demonstrating

the role of mitochondria in oxidative stress. While not an SOD mimic, MitoQ can

still modulate cellular redox status. It can oxidize O•−
2 with log kox(O

•−
2 ) ∼8. The

semiquinone radical MitoQH• can disproportionate into MitoQ and Mito quinol

MitoQH2.
211 The MitoQH2 can rapidly reduce ONOO−.
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Redox-active natural compounds

Extensive research is ongoing on natural compounds. Many of those exhibit sig-
nificant therapeutic effects. Some of those such as curcumin likely work through
activating Nrf2/Keap1 pathway and thus upregulating endogenous antioxidative
defenses. Indeed those compounds that have polyphenol moieties (many of them
present in tea) may act as prooxidants inducing adaptive response. Such compounds
can undergo one-electron reaction to form radicals that can be oxidized and in turn
reduce oxygen to superoxide. Some of those are listed in Figure 27.22.

Purity of drugs

Over years, we have shown that many commercial sources do not supply MnTBAP3−

and MnTE-2-PyP5+of adequate purities.167,203,212 Caution needs to be exercised in
drug development. An essential requirement is to have a pure drug of known identity
to assign all the therapeutic effects to it and not to its impurity. The most recent
identity issue occurring on TIC10 anticancer drug, already in clinical trials, further
supports the need to exercise such cautions.
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Figure 27.22 Natural compounds that exhibit therapeutic effects. Some of those are attributed

incorrectly to the SOD-like activity.118
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Pharmacokinetics and bioavailability of redox-active
drugs and SOD mimics

A recent example with curcumin (Figure 27.22) points to the need, before pro-
gressing with clinical trials, to thoroughly investigate the drug pharmacokinetic
(PK) behavior. Curcumin failed in Alzheimer’s clinical trial as it does not even cross
the blood barrier to enter the targeted central nervous system. Rarely thorough
PK studies are reported. The comprehensive PK and bioavailability studies on Mn
porphyrins via different routes of administration and different dosing regimens have
been performed on plasma, tissues, mitochondria, nucleus, cytosol, and so on.74–79

As lipophilic Mn(III) N-substituted pyridylporphyrins possess five positive charges
and four lipophilic chains, they distribute within mitochondria as demonstrated
with heart and brain mitochondria where they seem to mimic MnSOD.76–79 Due
to the cationic charges, they are attracted to phosphates, which allows them to
accumulate in phosphate-rich tissues (brain, spinal cord) and cross the blood–brain
barrier. The recent imaging studies on fluorescent Zn analogs help us understand the
accumulation and localization of Mn porphyrins (see also phase II in the design of
SOD mimics).80,81

Summary

• Cellular metabolism is largely redox based, that is, involves shutting of electrons
among biomolecules.

• Superoxide dismutases (SOD) are key endogenous antioxidative defenses essential
for all aerobic life. Along with systems that remove the product of O•−

2 dismutation,
H2O2, they are gatekeepers of our redoxome, that is, they maintain physiological
redox environment of a cell.

• O•−
2 itself is not a very damaging species, but it gives rise to different species some

of which are highly damaging, such as hydroxyl radical, lipid radicals, and ONOO−.
• Once the critical importance of O•−

2 and in turn SOD enzymes to our health became
obvious, different classes of mimics of SOD enzymes have been sought. Some of
those are as active as SOD enzymes as judged by the rate constant for the catalysis
of O•−

2 dismutation.
• When designing SOD mimics, the thermodynamic (the ability to accept and give

electron to O•−
2 ) and kinetic properties (the rate of electron transfer) of SOD enzyme

were mimicked. In addition, the high stability of such molecules with regard to the
loss of redox-active metal center was sought.

• Apart from SODmimics, different other redox-active compounds have been devel-
oped and exhibit therapeutic effects in cellular and animal models of diseases.

• Due to key role that mitochondria have in diseases, the mitochondrially targeted
redox-active drugs, bearing cationic charge(s) and lipophilic components in their
structures, have been of special interest.

• SOD enzymes and SOD mimics of the same redox properties and electrostatics
should theoretically undergo the same reactions. Yet those reactions are sterically
precluded with large SOD protein structures. An SOD mimic, however, is not O•−

2 –
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specific and undergoes a variety of other reactions with high rate constants. Some
of those may even predominate in its mechanism(s) of action(s).

• In addition to its redox properties and stability, the biodistribution of a redox-active
drug to a targeted location is a secondmajor requirement for a potential therapeutic
drug.

• While the type of action of an SOD mimic that predominates in vivo (depending
on the levels of reactive species) is still speculated and may not be SOD mimick-
ing, it seems that potent SOD mimics would more readily undergo reactions with a
beneficial therapeutic outcome than less potent SOD mimics. Thus, aiming to syn-
thesize redox-active drugs of high SOD-like activity may still be the best strategy
to develop potent therapeutics.

• While the ability of SOD mimics to undergo a variety of reactions may be favored
for therapeutic purposes, when one needs to conclude whether O•−

2 is involved in
the mechanism of a certain disease, the use of genetically modified organisms, in
addition to pharmacological approaches, is essential.
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Multiple choice questions

1 Cellular metabolism is largely based on redox reactions which always:

a. Involve reactions with oxygen

b. Involve shuttling of electrons between molecules

c. Involve metal complexes

d. Involve organic molecules

2 Important properties for SOD mimic design include all except:

a. Thermodynamic property

b. Kinetic property

c. Stability

d. Bioavailability

e. Paramagnetism property

3 Drugs which target mitochondria have:

a. Cationic charges and lipophilic components

b. Anionic charges and lipophilic components

c. Cationic charges and nucleophilic components

d. Anionic chargers and nucleophilic components
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4 Which equation involves a two-electron reaction?

a. MnIIIP5+ +ONOO− ↔O=MnIVP4+ + •NO2

b. MnIIP4+ +ONOO− ↔O=MnIVP4+ +NO2
−

c. MnIIIP5+ +O•−
2 ↔MnIIP4+ +O2

d. MnIIP4+ +2H+ +O•−
2 ↔MnIIIP5+ +H2O2

5 Which reactions will an SOD mimic perform in vivo?

a. Catalysis of O•−
2 dismutation

b. Catalysis of H2O2 dismutation

c. Reduction of ONOO−

d. Reduction of HClO

e. Oxidation of thiols

f. Oxidation of ascorbate

6 Which factor(s) will affect the type of reactions occurring in vivo:

a. Redox environment of the cell: normal versus cancer cell

b. Reactivity of SOD mimic described by rate constants

c. Co-localization of an SOD mimic with reactive species

d. Concentrations of reactive species and SOD mimic

7 Can redox-active compounds with no SOD activity produce beneficial therapeutic effects?

a. Yes

b. No

8 Can compounds other than SOD mimic affect levels of superoxide in vivo?

a. Yes

b. No

9 Which of these species are free radicals with unpaired electron:

a. Superoxide, O•−
2

b. Peroxynitrite, ONOO−

c. Hydrogen peroxide H2O2

d. Hypochlorite, HClO

e. Nitric oxide, •NO

f. Nitrogen dioxide, •NO2

g. Glutathione, GSH

h. Metal ions, Mn3+, Fe3+
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THEMATIC SUMMARY BOX

At the end of this chapter, students should be able to:

• Describe the main herbal medicine traditions

• Describe the main herbal medications

• Describe some of the main biochemical components of herbal medications

Herbal medicines or alternate medicines, that are used as dietary supplements in
the United States, are the only choice to most people of the world. Herbal medicines
are not only cheaper and more easily accessible to most of the world community than
regular medications, but are also effective since the active components are present in
their natural environment and may have synergistic effects with the cometabolites
present in herbs. The herbs are also a source of new drug discovery and can give lead
compounds that can be modified to useful medicines. In this review, we discuss the
past, present, and future of herbal medicine.

Early Islamic herbal medicine

Herbal medicine was promoted as early as 864 CE by Rhazes (864–930 CE), the dis-
coverer of alcohol and sulfuric acid, who contributedmore than 200works on science
and his medical encyclopedia Kitab al-Hawi that comprised 23 volumes. For hundreds
of years, his work on surgery and therapy was the basis of medical curriculum in
many Western universities. He was the first to offer an idea to establish hospitals.

Subsequently Avicenna (980 CE) further strengthened the foundation of
medicine when he wrote more than 450 books, 40 of them dealing with medicine.
Avicenna’s standard textbook of medicine is called Cannon of Medicine (Kitab
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al-Qanun fi al-Tibb) that comprised 14 volumes and was accepted as a standard text
of medicine in Europe and Islamic world, till late 17th century. Avicenna was the
first individual to explain diabetes and facial paralysis in detail. It was also the great
Avicenna who extolled the advantages of exercise as the life-blood of human health
and promoted whole grain diet, together with many recipes for good health practices
that are solicited and practiced even today.

In addition to the early herbal medicine practitioners, Ali Ibn al-Abbas al-Majusi,
a great Islamic scholar, was born (994 CE). He composed comprehensive and
well-organized compendia in early medical literature. He wrote two books, one
of which was called “The Complete Book of Medical Art” (Kitab Kamil al-Sina‘ah
al-Tibbiyah) that described numerous diseases and their treatment in a most orga-
nized and systematic manner. At about the same time of al-Majusi, another Islamic
scholar, Abu al-Qasim Khalaf ibn al-Abbas al-Zahrawi wrote more than 30 books
on medical practices and composed treatments for 325 different diseases. His most
popular book, named “Managing Medical Knowledge” (Kitab al-Tasrif li-man) was
frequently consulted in medical practice.

Averroes whowas anothermaster of the science of medicine, wroteKitab al-Kulyat
fi al-Tibb. His work was spread over 20 volumes with 20,000 pages on a variety of
subjects. He also wrote a commentary on the Cannon of Medicine, contributed by
Avicenna. Thus, Avicenna together with others such as Rhazes, Ali Ibn al-Abbas, and
Averroes established the basis for modern Islamic medicine. Today Islamic medicine,
also called traditional or alternative medicine, is practiced in most Islamic countries,
and according to the World Health Organization (WHO), more than 80% of the pop-
ulation in all Islamic countries practice Islamic medicine.

Ayurvedic, siddha, and traditional Chinese medicine

Ayurveda means knowledge of life. Ayurvedic medicine originated from Hinduism
and Buddhism and is divided into three doshas (bodily humors making up one’s con-
stitution) and five subdoshas.1 Ayurvedic medicine which dates back to 2000–3000
B.C. believes that an imbalance between these doshas (Vata, Pitta, and Kapha) cre-
ates disease. Ayurvedic medicine is considered one of the oldest systems of medicine.
Tibetan, Chinese, and Greek medicine all evolved from Ayurvedic medicine. All these
systems of medicine mostly use plant-derived products, but some animal products
such as bones, milk, and gallstones are also used. People have benefited from this
holistic medicine for centuries. Unlike the Islamic medicine, however, there is no sys-
tematic compilation on the Ayurvedic system of medicine. With the new technologies
available and the knowledge of human genome, today, the old axioms and treatments
are being eroded extensively and must be given a chance to survive and be explored.

Present eminence of herbal medicine

In one form or another, 80–90% of the world population consumes herbal medicine.
According to a WHO report, three-quarters of the world’s population depend on
herbal medicine or alternate medicine for their primary health care. In fact, in
developing countries, alternate medicine and homeopathic medicine are the only
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medications available to its people. The picture is not much different in the Western
world, where an increasing number of people are turning to herbal medicine only
because it is a natural system of medicine. Therefore, in the United States alone, the
herbal medicine business, mostly sold under the name of “dietary supplement,” has
crossed a hefty 13 billion USD, annually. More than 30% of the US population uses
herbal medicine in one way or the other, and this figure is increasing day by day.

Presently, there is a complete renaissance in the use of natural products as medica-
ment since people are frequently turning to natural remedies, traditionally called
alternate medicine, nutraceuticals, Islamic and/or Ayurvedic medicine, and so on.
Lately, there seems to be an upsurge in the use and an appreciation of the benefits of
natural products for medicinal purpose. As an example, even the spices, used for sev-
eral centuries as food complements, are recognized as useful drugs, and researchers
have started to look into the biology of spices. In the following, the pharmacological
(medicinal) relevance of some spices is described.

Curcuma longa, Zingiberacease

Curcuma longa belongs to the genus Curcuma (Zingiberaceae), with more than 70 vari-
eties. Because of its color, it has also been named as “Asian gold,” from the golden pig-
ment in the spice.2 Due to the pharmacological activities of curcumin, it has attracted
worldwide attention. Yet, far and near, in its original form, it is still used as an exotic
spice and for centuries, its use has not changed from the grinding stone to the cooking
vessel.

First isolated in 1851, curcumin is the main constituent of Curcuma. So far, more
than 100 curcuminoids have been identified from different Curcuma species. In addi-
tion,more than 250 natural terpenoids have been identified from Curcuma species and
a large number of synthetic curcuminoids are being rapidly added to the list.3 The cur-
cuminoids have found use in acute ischemic injuries, where the mechanism of action
of curcumin has been postulated through leptin release.4 Curcumin in combination
with aspirin and sulforaphane is implicated in the chemoprevention of pancreatic
cancer and its mechanism of action has been reported by Thakkar et al.5 Many work-
ers have studied structure–activity relationships of synthetic curcuminoids and their
derivatives.6

Being the major component of C. longa, curcumin has received major attention
due to its numerous biological activities. It shows anti-inflammatory, anticancer,
antioxidant, antileukemic, antiallergic, antiarthritic, antimicrobial, cytotoxic, hepato-
protective, neuroprotective, immune protective, cell signaling, anti-atherosclerotic,
and anti-autoimmune effects.7–15 Other effects include diabetic wound healing and
the preventive (alleviation) of anorexia, sinusitis, allergies, aging, obesity, psoriasis,
Alzheimer’s disease, Parkinson’s disease, cardiac diseases, and many more.16 Thus, it
is one of the most researched molecules, straight from kitchen to research laboratory
with a huge potential as a life-saving drug.

A polymeric nanocurcumin has been used for the treatment of cancer.17 Bis-
demethoxycurcumin nanoparticles have been synthesized that show anticancer
activity in vitro.18 Curcumin is also known to potentiate other anticancer drugs such
as doxorubicin while at the same time it alleviates doxorubicin’s side effects such
as the onset of cardiomyopathy and heart failure in cancer patients.19 Curcumin
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downgrades cisplatin, 5-fluorouracil, and paclitaxel toxicity and thus succors cancer
patients taking cisplatin medication.20,21

Presently, more than 4000 phytoterpenoids have been identified and more
than 500 terpenoids have been recognized in Zingiberaceae alone, and several are
associated with C. longa. In C. longa, more than 250 terpenoids, monoterpenoids
and sequiterpenoids (bisabolene, curcumene) with interesting biological activities,
have been acknowledged. C. longa rhizome is known to be 60 times more effective
in anti-inflammatory activities than that of phenylbutazone, a drug for controlling
inflammation. Aromatic turmerone from C. longa has been shown to induce apoptosis
in human hepatocellular carcinoma.22 Some of the terpenoids from C. longa have a
close structural similarity with taxol (paclitaxel), an anticancer, antineoplastic agent,
a triterpenoid isolated from Taxus brevifolia (Pacific yew). The macrocyclic ring of
taxol and procurcumenol show structural similarity (Figure 28.1).

The anticancer and anti-inflammatory activity of C. longa has been recognized
due to curcumin, but the co-occurring antitumor bisabolene-type sesquiterpenes are
equally important and exhibit therapeutic activities. A synergic role of curcumanoids,
phospholipids, and terpenoids in C. longa has been suggested.23 Curcumin itself,
a potent inhibitor of COP9 signalosome (CSN), is being tested for activities against
colon, breast, lung, and prostate cancer. Synergistic action of curcumin with
xanthorrhizol in the treatment of breast cancer has been reported. At the same
time, a synergistic action of curcumin with taxol, docosahexaenoic acid, genistein
sulfinosine, celecoxib, and phenylisothiocyanate has been examined.21 All these
pieces of information suggest compelling evidence for curcumin as a wonder drug.

Nigella sativa

Nigella sativa (NS) is extensively used in the Middle East and South Asian countries
for all kind of ailments. It has been used to control diabetes, hypertension, cancer
(leukemia, liver, lung, kidney, prostate, breast, cervix, and skin), inflammation,
hepatic disorders, arthritis, kidney disorders, cardiovascular complications, neurode-
generative disorders (Parkinsons’s disease), dermatological conditions, and many
others.24 Thymoquinone is the major component of this plant that has attracted
worldwide attention. A gas chromatography/mass spectroscopy analysis of the NS
seed extract has shown it to be a mixture of 32 volatile terpenes. Thymoquinone
(TQ), dithymoquinone (DTQ), trans-anethol, p-cymene, limonine, and carvone
have been identified as major terpenes in the NS seeds.25 Both TQ and DTQ are
cytotoxic for various types of tumors.26 In addition, diterpenes, triterpene, and
terpene alkaloids have been identified in NS seeds (Figure 28.2).

In animal studies, NS shows dose-dependent suppression of nociceptive pain
response and anti-cestodes (tapeworm) activity. These activities occur through TQ
that works through indirect activation of the μ1- and κ-opioid receptor subtypes.27

The antihypertensive effect of TQ and other constituents of NS are also protective
agents against the chromosomal aberrations induced by schistosomiasis.28 These
compounds are used in the control of systemic blood pressure, as an anticholinergic,
an antihistaminic, a tracheal relaxant, an antiasthmatic, and as a treatment of other
allergic conditions.29–31



�

� �

�

Herbal medicine: past, present, and future on the use of some common species 475

O

O

HO

HO

H3CO

H3CO

OH
O

O

HO

BzHN

AcO O

OBz

OH

OAc
H

O

Ph

13

1

7

Paclitaxel

H

H OH

CH3

CH3

CH3

CH3

CH3

CH3

CH3
CH3

CH3

CH3

O

O

O

O

H3C

H3C

H3C

H2C

Procurcumenol

Curcumin

beta-tumerone

alpha-tumerone

Ar-tumerone

Figure 28.1 Molecular structures of some biologically active components in Cucuma longa except

paclitaxel is in Taxus brevifolia.



�

� �

�

476 Chapter 28

OH

Thymole Thymoquinone

Dithymoquinone

Nigellone

NH

O

O

O

O O

O

O

O

CH3

CH3

CH3

CH3

CH3

CH3
CH3

CH3

CH3

CH3O
CH3

H3C

H3C

H3C

H3C

Figure 28.2 Molecular structures of some components in Nigella sativa.

A number of antitumor compounds have been identified from NS. These com-
pounds are TQ; alpha-hederin (a triterpene); isopropylmethylphenols; dolabellane-
type diterpene alkaloid; and nigellamine A3, A4, A5, and C.32–34 Numerous types
of cancers such as Ehrlich ascites carcinoma (EAC), Dalton’s lymphonia ascites
(DLA) and Sarcoma-180 (S-180) cells, colon carcinoma, pancreatic carcinoma,
and hepatic carcinoma have been treated with NS extracts.35 TQ protects the
benzo-a-pyrene-induced clastogenic activity in rats. 20-Methylcycloanthrene-
induced fibrocarcinoma is inhibited by NS extracts.36 Benefit in the treatment of
methylnitrosourea-induced inflammation, carcinogenesis, and oxidative stress has
been reported for NS and honey supplementation.37 The antioxidant and prooxidant
properties of TQ have been substantiated by augmented TQ-mediated scavenging of
superoxide anion.38

TQ has antitumor activity against pancreatic carcinoma (PC). However, for
PC, the dose of TQ has to be high. Therefore, many attempts have been made to
study structure–activity relationship by synthesizing TQ analogs, and some of these
compounds have shown potent antitumor activity against PC.39 Gemcitabine- or
oxaliplatin-induced activation of nuclear factor-kappa B is revoked by TQ, resulting
in the chemosensitization of pancreatic tumors to conventional therapeutics.40

The molecular mechanism of the action of TQ in colon cancer has been suggested.
Colon cancer is inhibited in G1 cell cycle phase, and apoptosis is mediated by TQ.41

NS also has the ability to detoxify 1,2-dimethylhydrazine (DMH), a colon cancer
inducer.42 The pre-neoplastic lesions for colon cancer have been investigated, and
it was found that colon cancer in postinitiation stage can be prevented by volatile
components of NS seeds.43

Zinzibar officinale (Zingiberaceae, ginger)

Ginger is an exotic spice with an age-old reputation for its pungent flavor and
many therapeutic properties. Ginger is effectively used in treating many ailments
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Figure 28.3 Molecular structures of some of the

components of ginger.
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from respiratory infections and digestive ailments to morning sickness, general
nausea, and flatulence. Since its gingerol content works as an anticoagulant and as
a blood-thinning agent, ginger is believed to have the potential of decreasing the
likelihood of coronary thrombosis or stroke by reducing LDL cholesterol.44

The main components in ginger are three types of gingerols: 6-, 8-, and
10-gingerols. 6-Gingerol potentiates prostaglandin F2-α induced muscle contraction
and inhibits breast and colon cancer.45,46 6-Gingerol is the most common component
in ginger; when it is heated, it gives 6-shogaol. A cysteine-conjugated metabolite of
6-shogaol is a novel compound with chemoprotective anticancer properties.47 Thus,
cysteine-conjugated 6-shogaol inhibits colon and breast, and cervical cancer.48,49

6-Shogaol has several other pharmacological and physiological activities such as
alleviation of dementia, anti-inflammatory, analgesic, gastroprotective, cardiotonic,
hepatoprotective, and antipyretic effects.50,51 Many analogs of gingerol and shogaol
have been synthesized and some components are shown in Figure 28.3.52

Zingiberene from ginger is a monocyclic sesquiterpene that has anticancer prop-
erties with a pronounced therapeutic potential in treating oxidative damage caused
by neurodegenerative diseases, while zingerone is protective against acute lung
injury.53,54 Due to its powerful antioxidant properties, zingerone has been indicated
in the prevention of irritable bowel syndrome, ROS-mediated DNA damage, and
colon cancer.55,56

Future potential of herbal medicine

What was not known yesterday is known today, and the future looks even brighter.
Herbal medicine has been practiced for centuries, but in the past it was believed that
a certain plant concoction works for a certain condition and people used to take it
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without questions asked. With the advent of chromatographic and other separation
techniques, these extracts have been separated into new drugs. More than 50% of the
drugs currently in use are natural products or their modifications. Each plant, fungus,
or bacterial species has its own metabolic pathways synthesizing innumerable new
compounds. Currently, only 10% of the world’s higher plants have been analyzed
or partially analyzed. In addition to terrestrial plants, the phytoplankton, sponges,
and sea flora have yet to be explored for new drugs. Within what has been analyzed,
only the major components have been identified, with the minor components still
remaining to be identified. Therefore, what is known today is only the tip of the
iceberg. A wealth of new drugs and chemical compounds and new treatments for
currently untreatable diseases awaits discovery in the coming few years. The current
knowledge of metabolomics will be of great help in the exploration of new drugs.

In the past, there was a feeble knowledge of separation and identification of natu-
ral products. Today, we have sophisticated techniques available and these are getting
better day by day. Extraction techniques need to be further developed so that unsta-
ble components that can become lead compounds for drug discovery can be isolated
and identified. Supercritical extraction has been developed for unstable molecular
extraction, but the technique is unavailable in most parts of the world.

Modern identification techniques are playing a vital role in adding new com-
pounds to our knowledge. The high-powered 2D proton (1H) and 13C NMR
spectroscopy coupled with the MS/MS techniques have completely revolutionized
identification of new compounds, even in extremely small amounts. The latest
GC/MS and LC/MS techniques are being used in finger printing of complex mix-
tures. It is especially true when new and striking derivatizing agents have been
discovered that have made the use of GC/MS–MS and LC/MS–MS indispensable
in the drug industry and quantitation of natural products. The latest TLC/MS tech-
nique has been added to the list. This has eliminated the isolation by conventional
column chromatography, and the compound can be identified straight from the TLC
separated spot using GC/MS or LC/MS.

With further refinement of the extracts, chromatographic and instrumental tech-
niques hold a very bright future for new drug discovery from the untapped treasures
under the oceans and the terrestrial plants. We remain convinced that the future for
natural therapy is exceptionally bright and this field of research is ever expanding.
The world resources should be put into use to tap the unexplored natural wealth and
put them to human use.

Multiple choice questions

1 What proportion of the world’s population depends on herbal medicine for primary health

care?

a. One quarter

b. One half

c. Three quarters

2 Curcumin has been shown to have:

a. Anti-inflammatory activity

b. Antioxidant activity
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c. Anticarcinogenic activity

d. Neuroprotective and hepatoprotective activity

e. All the above

3 Thymoquinone (TQ) and dithymoquinone (DTQ) are terpenes found in:

a. Curcuma longa
b. Nigella sativa
c. Zinzibar officinale
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Ayurvedic perspective on oxidative
stress management∗
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THEMATIC SUMMARY BOX

At the end of this chapter, students should be able to:

• Understand basics of Ayurveda related to the oxidative stress

• Outline the role of oxidative stress in various diseases in view of Ayurveda

• Infer pathophysiologic correlations of disease and its interpretation with Ayurvedic
perspective

• Orient to different treatment methods for reducing oxidative stress in Ayurvedic
management of diseases

• Illustrate some common chronic diseases and their interlink between oxidative stress
and Ayurvedic perspective

Ayurveda1

Before discussing the topic of chapter, it is imperative to give1 readers small intro-
duction to the basis of this chapter, as some may not be aware of the traditional
basis of this science called Ayurveda. There are four basic Vedas (ancient scriptures)
described in Indian/Hindu literature, namely Rigveda, Yajurveda, Samaveda, and
Atharvaveda. These scriptures are in Sanskrit language containing hymns, philos-
ophy, and ways of living life, rituals, along with knowledge of diseases and their

∗The aim of this chapter is to understand the basis of oxidative stress from Ayurvedic perspective

and its management as per Ayurveda. This by no means replaces the need to consult a trained

Ayurvedic practitioner for health advice and medication. The author specifically disclaims any

liability, loss, or risk, personal or otherwise, that is incurred as a consequence, directly or indi-

rectly, of the use and application of any of the contents of this chapter.
1“The further back you look, further forward you see.” Winston Churchill

Oxidative Stress and Antioxidant Protection: The Science of Free Radical Biology and Disease, First Edition.
Edited by Donald Armstrong and Robert D. Stratton.
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treatment. The timeline for Veda is varied but generally regarded as 1500–2000BC,

some also date them back to 4000BC. Irrespective of their time of origin, they are

old and astonishing by the fact that they are the source of vast information wittily

conveyed in a code to be deciphered. The code is necessarily use of Sanskrit language

in very concise form as these hymns or slokas are to be recited and passed to pupils

of next generation. Ayurveda is considered as a part of Atharvaveda that deals with

health science. As very famously known, Ayurveda is regarded as “Science of Life.”

It is made up of two words “Ayu+Veda”; “Ayu” is defined as

(Charaka Samhita/Sutrasthana v1/Sloka 42)

which states that Ayu which is the living being or life is the dynamic composition

of body, sense organs, mind, and soul, and then synonyms of Ayu are Dhaari (the

one sustaining the body), Jivita (alive/animated), Nityaga (continuous in life), and

Anubandha (continuous flow). “Veda” originates from “Vid,” which means to under-

stand, thus Vedas are the scriptures or the medium to understand and acquire knowl-

edge. Thus, Ayurveda can be defined as the science that deals with well-being and

treatment of diseases of not only body and sense organs (both sensory and locomo-

tory) but also of mind and soul.

Basic concepts of Ayurveda

Ayurveda is majorly described in three main treatises, namely Charaka Samhita,

Sushruta Samhita, and Vagbhata or Astanga Samgraha. These are called Bruhat Trayi,

that is, the three main fundamental texts. These are also the texts that are studied by

the students of Ayurveda all over the world along with many other scriptures written

along the centuries.

The principles of Ayurveda are based on three Doshas, seven Dhatus, five Mahab-

hutas, which are responsible for health and disease.

Three Doshas described in Ayurveda are as follows:

Vata (V): All the movement in body and of the body is by the virtue of this dosha. It

is responsible for the elimination of waste products at both cellular and excretory

levels; it controls senses and makes the channels in the body for gross and subtle

functions; it influences the digestive ability as per its status (whether vitiated or

normal); and it leads the mind and controls thoughts, enthusiasm, and many

other functions.

Pitta (P): Pitta is responsible for all conversions in body for digestion, skin color,

eyesight, perspiration, bile pigmentation, and mental abilities.

Kapha (K): This dosha is responsible for strength, enthusiasm, overall health, and

knowledge. All themoistness in body can be attributed to Kapha; themucus lining

is intact because of Kapha, nutrition in the brain, and so on.
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(Vagbhat/Sutrasthana v1/Sloka 20)

The above sloka describes the importance of dosha in body, as it says that all the

diseases are due to vitiation or imbalance in these three doshas, while the health is a

result of the balance of the same.

The basis of the human body is made up of seven elements called as Dhatus, and

they are as follows:

Rasa: This is the fluid in the body which is circulating apart from blood, that is,

blood plasma. The major function is to nourish the body and carry waste products

toward excretion.

Rakta: This is the blood in the body which is responsible for life and its loss can be

fatal.

Maunsa: This is the musculature that holds the body and organs together. It also

includes the smooth muscles of the body.

Meda: This is the fat or oily portion of the body responsible for nutrition of joints,

bone, and organs.

Asthi: This is the bone structure and the skeleton for locomotion.

Majja: Majja is the bone marrow that is responsible for many vital functions such as

bone strength, nutrition to vital organs, and intellectual qualities.

Shukra: This is the last dhatu and the essence of all. It is responsible for reproduction

and all kinds of regeneration in body.

(Charaka Samhita/Sutrasthana v9/Sloka 4)2

Charaka explains the importance of the dhatus by stating that the diseases are

resultant of the dysfunction and imbalance of dhatus and that normal state of health

is achieved by balanced functional dhatus.

The five elements by the virtue of which the whole Universe is sustained and

originated are as follows:

Prithvi: It is the element that gives form or matter to any object. This is related to the

sense of smell.

Jal: It is the one that can bind the matter and bring it together and is related to taste.

Agni: It is responsible for the conversion or change or metabolism in current view. It

has the prowess to change the matter from one form to another. It is related to

vision or sight.

Vayu: This is the element responsible for all kinds of motion such as air and flow of

matter and is related to the sense of touch.

Akash: This is related to the vacuum or space needed for any action to take place and

is related to sound.

2Maintaining order rather than correcting disorder is the ultimate principle of wisdom. To cure

disease after it has appeared is like digging a well when one feels thirsty or forging weapons

after the war has already begun. – Huangdi Neijing, 2nd century BC; from book Grain Brain by

David Perlmutter.
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Role of oxidative stress in disease development:
Ayurvedic perspective

Oxidative stress
Oxidative stress: It is associated frequently with tissue damage, and its role in many

diseases is of crucial importance that is discussed in the various chapters.1 The

imbalance and disturbance between antioxidant defense mechanism and reactive

oxygen species (ROS) production is the major key player in oxidative stress con-

ditions. Oxygen is a diradical and thermodynamically wants to take on additional

electron to produce two water molecules with lower free energy. But the unconven-

tional distribution of electrons of oxygen, nonspin paired electrons (triplet state),

makes it difficult for oxygen to accept a spin-matched pair of electron. Under normal

conditions, the kinetic barrier to allow the spin reversal maintains homeostasis,

unless an enzyme comes in play. The enzyme increases the period of contact between

oxygen and substrate long enough to overcome the barrier, although this process

occurs under normal conditions by nonenzymatic autoxidation. So at this point,

oxygen accepts one electron at a time and this breaking up of electron pair results

in free radical formation. Incomplete reduction of oxygen leads to the production

of number of reactive intermediates such as superoxide radical, hydroxyl radical,

and hydrogen peroxide. Since hydrogen peroxide is not a radical, free radicals in a

misnomer, Reactive oxygen metabolites (ROM) or active oxygen (AO), are
used generally to address this family.2 The damage conferred by the ROM can range

from tissue damage to DNA damage and mutations.

Evolutionarily, organisms have developed multiple mechanisms to curtail the

damage by ROM or by the by-products of oxidative metabolism. One of these is

the ability to synthesize and assimilate molecules that would react and obliterate

the active oxygen species. Free radicals are normally neutralized by efficient systems

in the body that include the antioxidant enzymes (superoxide dismutase (SOD),

catalase, and glutathione peroxidase) and the nutrient-derived antioxidant small

molecules (vitamins C and E, carotenes, flavonoids, glutathione, uric acid, and

taurine)3. These antioxidant compounds are shown to be present in plants too, for

example, ascorbic acid2, berberine4, and epigallocatechin gallate3. Thus, they form a

rich source of antioxidants.

Ayurveda
Ayurveda: It explains that the basis of the disease is the production of Ama.

(Vagbhat/Sutrasthana v13/Sloka 25)

Ama is the undigested portion that is not limited to the gastrointestinal tract and

if present chronically can spread throughout the body to cause various diseases. Ama

is formed due to Agni-mandhya, which can be defined as the loss of appetite or the

potency to metabolize at both gastrointestinal and cellular level. This correlates the

concept of Ama, Agni-mandhya,metabolic dysfunction, and oxidative stress together.
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Mitochondria in the cell are responsible for metabolizing 98% of the oxygen

present in the body by an enzyme, cytochrome oxidase. This organelle represents the

pitta or the agni in the body, which is responsible to bring about change or metabo-

lize. It is shown that although highly insulated to keep the electrons flowing in proper

channel, at two sites in the electron transport chain (Complex I and ubisemiquinone),

the electrons may come in contact with the molecules of oxygen to form ROMs.2 This

also affects the micronutrition of the organelles, resulting in chronic starvation of

the cells. This corresponds to Agni-mandhya state where the nutrition to each layer

of dhatus, as explained earlier, fails and it results in vitiation of the doshas causing

diseases by altering the normal status of the dhatus.

Pathophysiological basis of oxidative stress
in Ayurveda

Fever: For all conditions where fever is a symptom, this would apply to both infectious

and noninfectious conditions.

As a result of Agni-mandhya, which can be because of certain infection or chronic

conditions, Ama is formed and it enters various small places or pathways in bodies

called as Strotas to block them and cause fever as a symptom of other underlying

conditions. Oxidative stress is induced in febrile conditions, leading to the release of

ROMs and reactive nitrogen species (RNS), and thus leading to cellular injury via the

peroxidation of membrane lipids and oxidative damage of proteins and DNA. The

inflammation response associated with hypoxia causes further toxicity.5,6

Diabetes: In Ayurveda, Diabetes or Prameha is described to be of three major cat-

egories, corresponding to each dosha type i.e. vata, pitta and kapha. These major

categories are then subdivided in various types as per the symptoms. Irrespective of

the category or type of diabetes, the etiology is contribute to kleda, a form of Ama

which is responsible for vitiating the doshas. Erythrocyte oxidative stress is ampli-

fied and reduction in plasma antioxidant status is observed in diabetic patients with

increased levels of plasma protein glycation products.7

Cardiac diseases and hypertension: Although this is described as a consequence of

chronic presence of Ama dosha in body, it has been shown that oxidative stress and

renal tubulointerstitial inflammation play a major role in the pathogenesis of hyper-

tension. Oxidative stress in kidney and vascular tissue is the primary mediator in the

pathogenesis of angiotensin-induced hypertension.8 Global metabolic disturbance is

observed in all kinds of abnormalities in the tissues.9

Ayurvedic management of oxidative stress

The approach to treat oxidative stress in Ayurveda is at multiple levels and also being

a holistic science, it is very personalized. For the purposes of summarization, it has

been classified as follows.
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Drug treatment
The current databases have abundant information on the antioxidant potential
of numerous plant extracts in various diseases and preexisting conditions used in
Ayurveda.

Some of these details are summarized here:

Sr. no. Botanical name Proposed role in oxidative stress

1 Withania somnifera
(Linn.) Dunal
(Solanaceae)

W. somnifera root powder administered to
Sprague-Dawley rat model of pulmonary
hypertension reduced the right ventricular
pressure and showed improvement in
inflammation, oxidative stress, endothelial
dysfunction, and attenuation of proliferative
marker and apoptotic resistance in lungs. 10

Withania coagulan treated
streptozotocin-induced diabetic rat’s kidneys,
and serum showed decreased inflammatory
cytokines and maintained antioxidant status,
along with reduction and development of renal
injury in diabetes.11

2 Tinospora cordifolia
(Willd.) Miers.
(Menispermaceae)

T. cordifolia extract against 6-hydroxydopamine
(6-OHDA) lesion rat model of Parkinson’s
disease (PD) exhibited neuroprotective activity
and reduced oxidative stress.12

3 Terminalia chebula Retz.
(Combretaceae)

T. chebula protects the pheochromacytoma cells
from damage by its strong antioxidant and
anti-inflammatory activity.13

4 Phyllanthus emblica L. or
Emblica officinalis

Gaertn.
(Phyllanthaceae)

P. emblica supplementation increases plasma
antioxidant power and decreases oxidative
stress in uremic patients when treated for 4
months.14

5 Punica granatum L.
(Lythraceae)

The addition of P. granatum extract to simvastatin
therapy in hypercholesterolemic patients
improved oxidative stress and lipid status in the
patient’s serum. These antiatherogenic effects
could reduce the risk for atherosclerosis
development.15

6 Bacopa monnieri (L.)
Pennell
(Plantaginaceae)

B. monnieri extract prophylaxis renders the
brain resistant to paraquat-mediated oxidative
perturbations and thus protect against
oxidative-mediated neuronal dysfunctions.16

Cleansing of body
The cleansing or the detoxification is the process by which the Ama from the various
strotas or pathways in the body is either annihilated at the same location (if minor)
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or brought to the nearest exit of the body and purged out. This is all done on an
individual basis depending on various factors such as the physical state of the patient
for enduring the process; diseases state; and other underlying conditions, season, and
so on.

The annihilation process (Shamana) is done majorly by medication and fasting.
The fasting mentioned in Ayurveda is sequential and does not merely imply giving up
food intake. It is a process where the drugs mentioned above may be given to accen-
tuate the metabolism and overcome the oxidative stress. This process helps body to
produce antioxidants to combat the stress. It is been shown that autophagy activa-
tion as a response to cellular starvation, glucose, and amino acid deprivation plays
an important role in redox homeostasis. Autophagy contributes to clearing the cells
of all irreversibly oxidized biomolecules (lipids, DNA, and protein), and thus have a
role in antioxidant and DNA damage repair systems.17

The removal methods are called Shodhana. This is performed bymedicated emetic
therapy (Vamana), purgation therapy (Virechana), medicated enema (Basti), and
bloodletting (Rakta mokshan). As explained earlier, in this method by means of oil
application/oleation (Snehana) and heat application (Swedana), both medicated, the
Ama from all over the body is brought to the nearest desired exit, that is, either
stomach or large intestine and then expelled out. Owing to the benefits of this detox-
ification, Ayurveda advocates cleansing as per the season change.18

Some examples: For treatment of hyperlipidemia, a specific form of enema to reduce
the Meda dhatu from body was administered and serum cholesterol, low-density
lipoprotein (LDL), and apolipoprotein B were reduced after 21 days of treatment.19 A
pilot study on diabetic patients was conducted to see effects of Vamana and Virechana
on blood sugar level (BSL). The sample size was too small to lead to concrete conclu-
sions, yet the BSL was markedly reduced.20 Virechana and Basti was performed on
the patients of hypertension, and the regulation of blood pressure was observed.21

Also the physiological changes induced by Vamana include improvement in appetite,
regulation of bowel habits, and improvement in sleep pattern. It also reduced LDL
and serum cholesterol positively affecting the blood pressure.22,23

Methods enabling the body to heal and be healthy
Apart from administering medication, there are multiple ways of enabling the antiox-
idant activity in the body to counter the oxidative stress. In other words, as per
Ayurvedic perspective, these are the methods to bring the vitiated dosha to normalcy
and maintain homeostasis. One of those treatments is the following:

Rasayan chikitsa: Ayurveda has described single and combinations of herbs for increas-

ing vitality; warding off diseases; and maintaining good health, skin, and body. Some of

the famous ones are Tinospora cordifolia (Thunb.) Miers, Withania somnifera (L.) Dunal.,

Phyllanthus embellica L., Terminalia chebula Retz., and many others. Specific methods and

administration instructions are mentioned specific to person, season, and age variations.

A study has shown increase in SOD after administration of rasayan therapy indi-
cating its role toward altering the oxidative stress.24 SOD belongs to family of antiox-
idant enzymes evolved for catalysis of toxic substances including superoxide radical.
This therapy also enhances strotas’ potency and detoxification.
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Yoga: This has been studied in various diseases for its role in bringing equilibrium
to the diseased state of body and also positively affecting the quality of life. Many
such studies and meta-analysis have been conducted to show the widespread effect
of yoga on the well-being of patients.25–27

Current advances

Unlike traditional medicine that utilizes whole plant powders for the treatment,
current research focuses on the single compound found in these extracts. Some of
the few purified compounds studied extensively for their role in attenuating oxida-
tive stress in various diseases such as cancer, diabetes, hypertension, neurological
disorders, and so on include epigallocatechin gallate, keampferol, resveratrol, ellagic
acid, punicalagin, berberine, curcumin, and many others. Despite of all the efforts till
date, more scientifically sound and strong studies are warranted to understand the
complexities of Ayurvedic medication in current time. Efforts are ongoing in both
India and internationally to address the issues of subjective bias and personalized
therapy for Ayurvedic branch of medicine. Translating the knowledge of Ayurveda
for public health benefit is a matter of team efforts and interdisciplinary approach,
which warrants efficient infrastructure and funding support.

It is beyond the scope of this chapter to explain the complete therapeutics of oxida-
tive stress utilized in Ayurveda, yet the chapter must acquaint the reader with basic
principles and understanding of the same in the context of Ayurveda.

Multiple choice questions

1 Which of the following is false:

a. Ayurveda is a holistic science that treats body, mind, and soul to attain health

b. Oxidative stress can be attenuated by many plants and their extracts mentioned in

Ayurveda

c. There is no further need of RCTs and evidence for Ayurvedic therapy for various diseases

d. Yoga can be instrumental in reducing oxidative stress and managing chronic diseases

2 Choose all that apply Ayurveda:

a. It is an ancient science described in old scriptures called Vedas

b. It describes that vitiation of three doshas are the cause of all diseases

c. It mentions that oxidative stress explicitly and methods to assess it

d. The loss of potency to metabolize or digest is the root cause of all diseases
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Clinical trials and antioxidant
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THEMATIC SUMMARY BOX

At the end of this chapter, students should be able to:

• Describe the existing pathogenesis mechanisms of oxidative stress and its impact

• Differentiate how the free radical generating system is counterbalanced by a host of
enzymatic and nonenzymatic antioxidant defense system

• Describe pathways leading to apoptosis, necrosis , cell death, and disease

• Define pathogenesis of oxidative stress

• Understand the different findings between observational studies and clinical trials assess-
ing clinical outcomes associated with the consumption of antioxidant vitamins

• List the limitations of currently available trials on antioxidant use

• Describe the potential hazards of indiscriminate consumption of antioxidants

Introduction

One of the key metabolic processes is the mitochondrial respiration with its attendant
increase in reactive oxygen species (ROS). This oxidative burst is counterbalanced
with a myriad of endogenous and exogenous antioxidants that would allow optimal
oxidative state to facilitate growth factor signaling, cellular growth, and functioning
of mitochondria and endoplasmic reticulum (ER). Metabolic substrates such as dex-
trose and fatty acids are the principal drivers of mitochondrial respiration that can
increase the two major known cellular stress pathways, namely the oxidative stress
and ER stress.1,2 Both of these stresses are implicated in a host of pathological states
including atherosclerosis, cancer, and pancreatic β-cell failure. Antioxidants theoreti-
cally should ameliorate the oxidative stress but generally seem incapable of reducing
ER stress.3,4 In addition, the degree of amelioration of oxidative stress may be tis-
sue specific such that they may have beneficial effect in one cell type while having

Oxidative Stress and Antioxidant Protection: The Science of Free Radical Biology and Disease, First Edition.
Edited by Donald Armstrong and Robert D. Stratton.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.
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harmful effects in others. An example is that glutathione peroxidase (GPx-1) overex-
pression is protective in pancreatic β cells that are naturally deficient of GPx-1, while
in other cells, such as skeletal muscle and liver, excess GPx-1 causes insulin resis-
tance through suppressing essential ROS necessary for signal transduction.5 Despite
the biological plausibility of the effectiveness of the natural antioxidants in amelio-
rating oxidative stress, so far most of the interventional trials have failed to show
favorable effects on clinical end points.6,7 In this chapter, the large trials with antioxi-
dants will be reviewed, the limitations of these studies discussed, and future directions
in identifying a clinically effective antioxidant will be suggested.

Pathophysiology of oxidative pathways

Free radicals have pathophysiological role in a host of cardiovascular, neurodegener-
ative, and other chronic inflammatory diseases and have been implicated in a variety
of adverse effects of therapeutic agents.8

Free radicals are obligatory by-products of cellular respiration that are essential for
cellular function but can also compromise cellular viability. A free radical is an atom
or molecule with a single unpaired electron.8 Examples include nitric oxide (•NO),
superoxide (O2

•−), hydroxyl radical (•OH), and lipid peroxy radical (LOO•). Of these,
hydroxyl radical is the most reactive and nonselective species that can react with
proteins, lipids, and DNA and has a very short lifetime (10−9 s). Through hydroxyl
radical-initiated events, cardiotoxicity of the chemotherapeutic agent such as dox-
orubicin occurs.8–10

Superoxide is much less reactive and much more selective. Superoxide rapidly
reacts with another molecule of superoxide to form hydrogen peroxide (H2O2) that
can be rapidly destroyed by antioxidant enzymes (catalase, glutathione peroxidase),
otherwise it is relatively stable in vitro. Superoxide can also interact with nitric oxide
to form a very potent and reactive peroxynitrite.8,11

There are several enzymes that mediate the generation of superoxide and hydro-
gen either as a by-product of the reactions they facilitate or as the primary biological
product. Example of the latter is the family of NADPH oxidases while the former cat-
egory includes cytochrome P450, lipoxygenase, cyclooxygenase, and ATP-generating
system of mitochondria.8

Superoxide has been implicated in both health-promoting and disease-promoting
biochemical reactions. This free radical is the mechanism by which phagocytic cells
kill pathogens. When the O2

•− generation is impaired such as in chronic granuloma-
tous disease (CGD) then the individual experiences repeated infections.12,13 Super-
oxide generation is also implicated in reperfusion injury when an ischemic tissue
such as the myocardium, cerebrum, or kidney is reperfused after a brief period of
ischemia.14,15 Potential interventions to ameliorate reperfusion injury include use of
enzymatic scavengers of superoxide and hydrogen peroxide (superoxide dismutase
and catalase), iron chelators (deferoxamine), and inhibitors of xanthine oxidase (e.g.,
allopurinol).8

Other ROS include the singlet oxygen and hypochlorous acid (HClO) that is
formed from myeloperoxidase-mediated H2O2-dependent oxidation of chloride
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anion. Singlet oxygen is a mediator of the photodynamic therapy-related sensitiza-
tion of cancerous cells to the therapeutic effects of irradiation and chemotherapy.
Singlet oxygen is also implicated in the phototoxicity associated with certain drugs
and diseases such as cutaneous porphyrias.8

Nitric oxide (•NO) is an important mediator of vasodilation and smooth mus-
cle cell relaxation through its effects on soluble guanylyl cyclase (sGC) that converts
guanosine triphosphate (GTP) to cyclic GMP.16 The discovery of this pathway has led
to the development of agents such as sildenafil to treat pulmonary hypertension and
erectile dysfunction. However, (•NO) can also interact with O2

•− to form peroxynitrite
that can nitrate tyrosyl groups in proteins, thereby altering (increasing or decreas-
ing) protein function.11 Peroxynitrite also oxidizes unsaturated fatty acids and DNA.
The latter reaction can be monitored by measuring the 8-hydroxy-2-deoxyguanosine
and 8-nitroguanine in biological fluids and are considered biomarkers of oxidative
damage.17 It is noteworthy that the peroxynitrite formation not only produces a
potent cytotoxic species but also adversely affects vasodilation by removing the •NO.

To maintain optimal redox state within the cell, the free radical generating sys-
tem is counterbalanced by a host of enzymatic and nonenzymatic antioxidant defense
system, such as superoxide dismutases, catalases, and peroxidases; vitamins C and E;
and adaptive genetic response to maximize the antioxidant capacity.8 The thiore-
doxin (Trx) system, which is composed of NADPH, thioredoxin reductase (TrxR),
and thioredoxin, is a key antioxidant system involved in DNA and protein repair.18

In mammalian cells, the cytosolic and mitochondrial Trx systems, together with the
glutathione (GSH)–glutaredoxin (Grx) system (NADPH, glutathione reductase, GSH,
and Grx) control the cellular redox environment. The absence of a GSH–Grx system
in some pathogenic bacteria makes the bacterial Trx system essential for survival and
therefore a potential target for antibacterial drugs.18

Imbalance between the prooxidant and antioxidant levels could result in either
oxidative stress or reductive stress. Thus, excess antioxidants may have deleterious
effects. Identification of a clinically effective antioxidant may be able to change the
natural history of these diseases.

Clinical trials

Tables 30.1 and 30.2 summarize the available major trials. They are categorized
according to observational studies (Table 30.1) and interventional trials (Table 30.2).
Each table summarizes the authors, population studied, median follow-up, agents
studied, and summary results.

Clinical implications of research findings

The overall outcome of interventional trials does not support the indiscriminate use
of antioxidant vitamins. In a meta-analysis of seven randomized trials of vitamin
E treatment (81,788 patients) and of eight trials of β-carotene treatment (138,113
patients), there was no cardiovascular or mortality benefit of supplementation with
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these antioxidants.46 The dose range for vitamin E used was 50–800 IU, and for
β-carotene it was 15–50mg. Supplementation with β-carotene led to a small but
significant increase in all-cause mortality (7.4% vs 7.0%, p= 0.003) and a slight
increase in cardiovascular deaths (3.4% vs 3.1%, p= 0.003). Thus, some antioxidant
vitamins, notably β-carotene, may be harmful.37,39 Similarly, although ROS-mediated
cardiac injury is implicated in the development of congestive heart failure (CHF),
antioxidant vitamin trials in CHF have been disappointing and a meta-analysis
concluded that vitamin E, given as monotherapy in certain patient categories, may
contribute to the development or aggravation of heart failure.47 Moreover, in one
study, daily ingestion of vitamins C and E abrogated exercise-related enhancement
of insulin sensitivity48, and in the HATS trial, the HDL raising effect of nicotinic acid
was blunted with high-dose vitamin E.49

There are also some adverse drug reactions associated with antioxidant vitamins.
High intake of vitamin C can cause abdominal bloating and diarrhea, and in people
with glucose-6-phosphate dehydrogenase deficiency it can cause hemolysis.50 Use of
vitamin C may also aggravate iron overload in those who carry hemochromatosis
genes. Excessive use of vitamin A may promote osteoporosis and teratogenicity, and
vitamin E may worsen retinitis pigmentosa and may increase the risk of hemorrhagic
stroke.50

Given these observations, the decision to prescribe antioxidants should be based
on an assessment of the patient’s nutritional status. Supplementation may be more
advisable in the malnourished people, older people in nursing homes, elderly, strict
vegetarians, or people on calorie-restricted diets. Supplement intake should not
exceed the recommended daily allowances.

Limitations of current clinical trials

Currently available trials have many limitations. Most trials were done in people with
established pathology, and theoretically one can argue that preventing the disease
would be a more realistic expectation than reversing the course once it is manifested
in clinical symptoms.

A major drawback of the available interventional trials is the lack of measures of
oxidation; thus, it is not clear if sufficient amounts of the prescribed antioxidants were
absorbed or were biologically active. Lack of clinical biomarkers and inability to strat-
ify subjects according to their oxidative load and inability tomonitor oxidative load for
effectiveness of the prescribed antioxidant are major limitations. Since oxidation can
occur through multiple pathways, different antioxidants with different targets can be
combined to study the effects on clinical outcomes. It is furthermore possible that
no benefit or even a detrimental effect is associated with certain doses. For example,
several studies of vitamin E suggested worse outcomes.39,44 Certain studies saw bene-
fit from dietary sources rather than supplements.19,21,22 The latter observations could
have been due to a healthy volunteer effect.

The inability to stratify and monitor patients according to oxidative load may
have inadvertent adverse consequences due to overtreatment. Although there is bio-
logical plausibility of oxidative load as a causal mechanism in clinical disease, the
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existing treatment trials have failed to consistently show successful interventions
targeting this mechanism. Further research should address optimal dosing of antiox-
idants, stratification of patients according to oxidative load, whether dietary sources
of antioxidants have benefit over supplements, and clarification of mechanisms of
adverse events. While observational studies showed promise, they are insufficient to
establish cause and effect because of inherent internal validity limitations. Random-
ized, controlled clinical trials, which are needed to establish cause and effect, have
not bridged the gap between antioxidants’ scientific plausibility and the therapeutic
value of treatment interventions.

Summary points

1 Metabolic substrates such as dextrose and fatty acids are the principal drivers of
mitochondrial respiration that can increase the two major known cellular stress
pathways, namely the oxidative stress and ER stress.

2 These stresses are implicated in a host of pathological states including atheroscle-
rosis, cancer, and pancreatic β-cell failure.

3 To maintain optimal redox state within the cell, the free radical generating system
is counterbalanced by a host of enzymatic and nonenzymatic antioxidant defense
system, such as superoxide dismutases, catalases, and peroxidases; vitamins C
and E; and adaptive genetic response to maximize the antioxidant capacity.

4 The outcomes of interventional trials do not support the indiscriminate use of
antioxidant vitamins. In some cases, supplements are associated with worse
outcomes.

5 The decision to prescribe antioxidants should be based on an assessment of the
patient’s nutritional status. Supplementation may be more advisable in the mal-
nourished people, older people in nursing homes, elderly, strict vegetarians, or
people on calorie-restricted diets. In general, supplement intake should not exceed
the recommended daily allowances.

Multiple choice questions

1 Which of the following statements is true?

i. Free radicals are obligatory by-products of cellular respiration that are essential for cellu-

lar function but can also compromise cellular viability

ii. Antioxidants have been shown to have beneficial effects in observational trials

iii. There is strong evidence supporting the use of vitamin C for the prevention of dementia

a. i and ii

b. ii and iii

c. All of the above are true statements

2 Observational trials, in contrast to interventional trials, are useful in which of the following?

a. Hypothesis generation

b. Establishing cause-and-effect relationships

c. Both a and b

d. None of the above
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3 Which of the following antioxidants has been associated with an increased risk of hemor-

rhagic stroke events?

a. Vitamin C

b. β-Carotene
c. Pyridoxine

d. Vitamin E
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THEMATIC SUMMARY BOX

At the end of this chapter, students should be able to:

• Correctly formulate statistical hypotheses with respect to the aims of epidemiological
and/or biomedical studies

• Construct and provide statistical decision-making test rules corresponding to practical
experiments

• Use parametric and nonparametric likelihood testing techniques in applied researches

• Understand basic properties of likelihood ratio type tests in parametric and nonparamet-
ric manners

• Use basic test procedures and their components in practical statistical decision-making
mechanisms

• Employ statistical software at a beginning level

Introduction, preliminaries, and basic components
of statistical decision-making mechanisms

Often, experiments in biomedicine and other health-related sciences involve mathe-
matically formalized tests, employing appropriate and efficient statistical procedures
to analyze data. Mathematical strategies to make decisions via formal rules play
important roles in medical and epidemiological discovery, in policy formulation, and
in clinical practice. In this context, in order to make conclusions about populations
on the basis of samples from those populations, clinical trials commonly require the
application of the mathematical statistical discipline.

The aim of the scientific methods in decision theory is to simultaneously max-
imize quantified gains and minimize losses in reaching a conclusion. For example,
statements of clinical experiments can request to maximize factors (gains) such as
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accuracy of diagnosis of medical conditions, faster healing, and greater patient satis-
faction, while minimizing factors (losses) such as efforts, durations of screening for
disease, more side effects, and costs of the experiments.

There are many constraints and formalisms to deal with while constructing statis-
tical tests. An essential part of the test-constructing process is that statistical hypothe-
ses should be clearly formulated with respect to the objectives of clinical studies.

Statistical hypotheses
Commonly, statistical hypotheses and the corresponding clinical hypotheses are asso-
ciated but stated in different forms and orders. In most clinical experiments, we are
interested in tests regarding characteristics or distributions of one or more popula-
tions. In such cases, the statistical hypotheses must be very carefully formulated,
and formally and clearly stated, displaying, for example, the nature of associations
between characteristics or distributions of populations. For example, suppose that
the clinical hypothesis is that the population mean time to heal with an antibiotic is
different from the mean time to heal without the antibiotic. In this case, the statisti-
cal hypothesis to be tested should be that the population mean time to heal with an
antibiotic is equivalent to the mean time to heal without the antibiotic. Here, we will
test for the equivalence of parameters of populations. Note that one can ask to test
for distribution difference with/without the antibiotic.

The term Null Hypothesis, symbolized H0, is commonly used to show our primary
statistical hypothesis. For example, when the clinical hypothesis is that a biomarker of
oxidative stress has different circulating levels with respect to patients with and with-
out atherosclerosis, a null hypothesis can be proposed corresponding to the assump-
tion that levels of the biomarker in individuals with and without atherosclerosis
are distributed equally. Note that the clinical hypothesis points out that we want to
indicate the discriminating power of the biomarker, whereasH0 says there are not sig-
nificant associations between the disease and biomarker’s levels. The reason lies in the
ability to formulate H0 clearly and unambiguously, as well as quantify and calculate
expected errors in decision-making procedures. If the null hypothesis were formed
in a similar manner to the clinical hypothesis, we probably could not unambiguously
determine which links between the disease and biomarker’s levels we should test.

Common errors related to the statistical testing mechanisms
The null hypothesis is usually a statement to be tested. Commonly, the statistical test-
ing procedure results in a decision to reject or not reject the null hypothesis. In the
context of testing statistical hypotheses, in order to provide a formal test procedure,
as well as compare mathematical strategies for making decisions (e.g., with respect
to statistical powers of tests), algorithms for monitoring test characteristics associ-
ated with the probability to reject a correct hypothesis should be considered. Here,
we define the statistical power of a test as the probability that H0 is correctly rejected
when H0 is false. In general, while developing and applying test procedures, the prac-
tical statistician faces the task of controlling the probability of the event that a test’s
outcome requests to reject H0 when in fact H0 is correct, a Type I error. For example,
assume that L is the test statistic based on the observed data, C is a threshold, and the
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decision rule is to reject H0 for large values of L, that is, when L > C; then, the thresh-
old should be defined such that Pr(L > C|H0) = α, where α is a presumed significance
level, i.e., the probability of committing a Type I error. Note that when we compare
two statistical tests, we mean to compare powers of the tests, given that the rate of
Type I error is fixed.

It is clear that in order to construct statistical tests, wemust review the correspond-
ing clinical study, formalizing objectives of the experiments and making assumptions
in hypothesis testing. A violation of the assumptions can result in incorrect conclu-
sions based on outputs of the test, as well as a vital malfunction of the Type I error
control system. Moreover, should the user verify that the assumptions are satisfied,
errors in the verifications can affect the Type I error control.

The practitioner may also be interested to consider another related type of error
in statistical testing procedures. If H0 is false but fails to be rejected, the incorrect deci-
sion of not rejecting H0 is called a Type II error. The Type II error rate can be defined
as Pr(L < C|H1), when we assume that L is the test statistic based on the observed
data, C is a threshold, and the decision rule is to reject H0 when L > C. Type II errors
may occur when the effect size, biases in testing procedures, and random variability
combine to lead to results insufficiently inconsistent withH0 to reject it.1,2 Essentially,
it is the dichotomization of the study results into the categories “significant” or “not
significant” that leads to Type I and Type II errors. Although errors resulting from an
incorrect classification of the study outputs would seem to be unnecessary and avoid-
able, the Neyman–Pearson (dichotomous) hypothesis testing, when the Type I error
is under control, is ingrained in scientific research due to the apparent objectivity and
definitiveness of the pronouncement of significance.1,2

p-Values
The traditional testing procedure assumes to define a test threshold and reject or not
reject H0 based on comparisons between values of test statistics and the threshold.
An alternative approach to hypothesis testing is to obtain the p-value.

As a continuous data based measure of the compatibility between a hypothesis
and data, a p-value is defined as the probability of obtaining a test statistic (a cor-
responding quantity computed from the data, such as, e. g., a t-statistic) at least as
extreme or close to the one that was actually observed, assuming that H0 is true.3

p-Values can be divided into two major types: one-sided (upper and lower) and
two-sided. Assuming there are no biases in the data collection or the data analy-
sis procedure, an upper one-sided p-value is the conditional on the data probability
under the test hypothesis that the test statistic will be no less than the observed value.
Similarly, a lower one-sided p-value is the probability under the test hypothesis that
the test statistic will be no greater than the observed value. The two-sided p-value is
defined as twice the smaller of the upper and lower p-values.2,4

If the p-value is small, it can be interpreted that the sample produced a very rare
result under H0, that is, the sample result is inconsistent with the null hypothesis
statement. On the other hand, a large p-value indicates the consistency of the sample
result with the null hypothesis. At the pre-specified α significance level, the decision
is to reject H0 when the p-value is less than or equal to α; otherwise, the decision is
to not reject H0. Therefore, the p-value is the smallest level of significance at which
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H0 would be rejected. In addition to providing a decision-making mechanism, the
p-value also sheds some data based light on the strength of the evidence against H0.

5

Misinterpretations of p-values are common in clinical trials and epidemiology. In
one of the most common misinterpretations, p-values are erroneously defined as the
probabilities of test hypotheses. In many situations, the probability of the test hypoth-
esis can be computed, but it will almost always be far from the two-sided p-value.3

Note that the p-values can be viewed as a random variable, uniformly distributed
between 0 and 1 if the null hypothesis is true. For example, suppose that the test
statistic L has a cumulative distribution function (CDF) F under H0. Then, the p-value
is the random variable 1 − F(L), which is uniformly distributed under H0.

6

Sorts of information applicable to construct test procedures
The interests of clinical investigators usually lead to the problem of mathematically
expressing procedures, using statistical decision rules based on sample data to test
statistical hypotheses. In this case, when the users construct the decision rules, two
additional information resources can be incorporated. The first is a defined func-
tion that consists of the explicit, quantified gains and losses in reaching a conclusion
and their relative weights. Frequently, this function determines the loss that can be
expected corresponding to each possible decision. This type of information can incor-
porate a loss function into the statistical decision-making process.

The second source reflects prior information. Commonly, in order to derive
prior information, researchers should consider past experiences in similar situations.
The Bayesian methodology formally provides clear technique manuals on how to
construct efficient statistical decision rules for various complex problems related to
clinical experiments, employing prior information.7,8

Parametric approach
A clinical statistician may use a sort of technical statements related to the observed
data, while constructing the corresponding decision rules. The above-mentioned
types of information used for test constructing can induce the technical statements,
which oftentimes are called assumptions regarding the distribution of data. The
assumptions often define a fit of the data distribution to a functional form that is
completely known, or known up to parameters, since a complete knowledge of the
distribution of data can provide all the information investigators need for efficient
applications of statistical techniques. However, in many scenarios, the assumptions
are presumed and very difficult to prove, or to test for being proper. The simple, but
widely used, assumptions in biostatistics are that data derived via a clinical study
follow one of the commonly used distribution functions: the normal, lognormal,
t, χ2, gamma, F, binominal, uniform, Wishart, and Poisson. The data distribution
function can be defined up to parameters.9 For example, the normal distribution
N(μ, σ2) is the famous bell curve, where the parameters μ and σ2 represent the mean
and variance of the population from which the data were sampled. The values of
the parameters μ and σ2 may be assumed to be unknown. Mostly, in such cases,
assumed functional forms of the data distributions are involved in making statistical
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decision rules via the use of statistics, which we name Parametric Statistics. If certain
key assumptions are met, parametric methods can yield very simple, efficient, and
powerful inferences.

Nonparametric approach
The statistical literature has widely addressed the issue that parametric methods are
often very sensitive to moderate violations of parametric assumptions, and hence
nonrobust.10 The parametric assumptions can be tested in order to reduce the risk of
applying a misleading parametric approach. Note that in order to test for paramet-
ric assumptions, a goodness-of-fit test, outlined in a later section of this chapter, can
be applied. In this case, statisticians can try to verify the assumptions, while mak-
ing decisions with respect to main objectives of the clinical study. This leads to very
complicated topics, dealt with in multiple testing. For example, it turns out that a
computation of the expected risk of making a wrong decision strongly depends on
the errors that can be made by not rejecting the parametric assumptions. The com-
plexity of this problem can increase when researchers examine various functional
forms to fit the data distribution in order to apply parametric methods. A substantial
body of theoretical and experimental literature has discussed the pitfalls of multiple
testing, placing blame squarely on the shoulders of the many clinical investigators
who examine their data before deciding how to analyze it, or neglect to report the
statistical tests that may not have supported their objectives.11 In this context, one
can present different examples, both hypothetical and actual, to get to the heart of
issues that especially arise in the health-related sciences. Note, also, that in many sit-
uations, due to the wide variety and complex nature of problematic real data (e.g.,
incomplete data subject to instrumental limitations of studies), statistical parametric
assumptions are hardly satisfied, and their relevant formal tests are complicated or
not readily available.12

Unfortunately, even clinical investigators trained in statistical methods do not
always verify the corresponding parametric assumptions, nor attend to probabilis-
tic errors of the corresponding verification, when they use well-known elementary
parametric statistical methods, for example, the t-tests.

Thus, it is known that when the key assumptions are not met, the paramet-
ric approach may be extremely biased and inefficient when compared to its robust
nonparametric counterparts. Statistical inference under the nonparametric regime
offers decision-making procedures, avoiding or minimizing the use of the assump-
tions regarding functional forms of the data distributions.

In general, the balance between parametric and nonparametric approaches can
boil down to expected efficiency versus robustness to assumptions. One very impor-
tant issue is preserving the efficiency of statistical techniques through the use of
robust nonparametric likelihood methods, minimizing required assumptions about
data distributions.5,10,13

Remarks
A wealth of additional applied and theoretical materials related to statis-
tical decision-making procedures may be found in a variety of scientific
publications.1,2,4,5,9,10,13–15
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This chapter is organized as follows: In Section R: statistical software, the statistical

software R is outlined at a beginning level. The likelihoodmethodology is described in

Section Likelihood. In Section Tests on means of continuous data, we show different tests

for means of continuous data. Section The exact likelihood ratio test for equality of two

normal populations reviews the exact likelihood ratio test for equality of two normal

populations. Section Empirical likelihood introduces the empirical likelihood method-

ology. In Section Receiver operating characteristic curve analysis, we introduce common

methods based on the receiver operating characteristic (ROC) curves used in biomed-

ical and epidemiological researches to make statistical decisions.16,17 Goodness-of-fit

tests are reviewed in Section Goodness-of-fit tests. In SectionWilcoxon rank-sum tests, we

review the Wilcoxon two-sample test, a nonparametric analogy to the two-sample

t-test. Different tests for independence are introduced in Section Tests for indepen-

dence. Section Numerical methods for calculating critical values and powers of statistical tests

presents themethod for Type I error control usingMonte Carlo techniques. In Section

Concluding remarks, we conclude this chapter with remarks.

R: statistical software

In this section we outline the use of R, a powerful and flexible statistical software

language.18–20 Examples of statistical techniques implemented using R codes are

employed in this chapter material.

R is a free case-sensitive, command line-driven software for statistical computing

and graphics. Once the R program is installed via www.r-project.org and starts up, the

main input window and a short introductory message (which appears a little differ-

ently on each operating system) are presented.19 For example, Figure 31.1 shows the

main input window in the operating system Windows with a few menus available at

the top. Below the header a blank line is presented, with a screen prompt symbol> in

the left-hand margin, showing the place where commands should be typed.

For example, we consider a simple way to input data using the c() function,

which creates a vector, a variable with one or more values of the same type. We

input a data containing 3, 5, 10, and 7, as shown below.

> x<-c(3,5,10,7)

To see the value of x, we type in the name of the vector x after the prompt symbol

and press the Return key.

> x

As a result, R provides the following output:

[1] 3 5 10 7

R can perform simple statistical calculations as well as very complex computations.

Table 31.1 shows some simple commands that produce descriptive statistics of a vector

x created based on a sample of measurements X1, … ,Xn.

http://www.r-project.org
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Figure 31.1 Screenshot of the R interface.

Table 31.1 The R commands that produce introductory descriptive statistics based on a

numerical vector x.

Command Explanations

mean(x, na.rm = FALSE) Calculates the arithmetic mean of x.

sd(x, na.rm = FALSE) Calculates the sample estimator of the standard deviation of x.

var(x, na.rm = FALSE) Calculates the sample estimator of the variance of x.

sum(x, na.rm = FALSE) Calculates the sum of the elements of x.

Instead of using the built-in functions such as those shown in Table 31.1, if a
custom function need to be created to carry out some specific tasks, the function()
command can be used. The following example shows a simple function mymean that
determines the running mean of the first i, i = 1, … ,n elements of a vector x, where
n is the number of elements in x. Results are shown for x, specified above by applying
the customized function.

> mymean <- function(x) {
+ tmp <- c()
+ for(i in 1:length(x)) tmp[i] <- mean(x[1:i])
+ return(tmp)
+ }
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> mymean(x)
[1] 3.00 4.00 6.00 6.25

Note that the symbol+ is shown at the left-hand side of the screen instead of>when
it is working, meaning that the last command typed is incomplete. The function()
can also be used to create complicated functions.

There are many packages in R that can be downloaded and installed from
CRAN-like repositories or local files using the command install.packages
(“packagename”), where packagename is the name of the package to be
installed and must be in quotes; single or double quotes are both fine as long as
they are not mixed. Once the package is installed, it can be loaded by issuing the
command library(packagename), and commands available in the package can
be accessed. Through an extensive help system built into R, a help entry for a
specified command can be brought up via the help(commandname) command. As
a simple example, we introduce the command EL.means in the EL library.

> install.packages("EL")
Installing pack-
age into 'C:/Users/xiwei/Documents/R/win-library/3.1'
(as 'lib' is unspecified)
trying URL 'http://cran.rstudio.com/bin/windows/contrib/3.1/
EL_1.0.zip'
Content type 'application/zip' length 53774 bytes (52 Kb)
opened URL
downloaded 52 Kb

package 'EL' successfully unpacked and MD5 sums checked

The downloaded binary packages are in
C:\Users\xiwei\AppData\Local\Temp\Rtmp4uRCPS\downloaded

_packages
> library(EL)
> help(EL.means)

The use of the function EL.means provides possibilities to implement the empir-
ical likelihood tests that are introduced in detail in Section Empirical likelihood.

As another concrete example, we show the mvrnorm command in the MASS
library.

> install.packages("MASS")
Installing package into 'C:/Users/xiwei/Documents/R/win-
library/3.1'
(as 'lib' is unspecified)
trying URL 'http://cran.rstudio.com/bin/windows/contrib/3.1/
MASS_7.3-34.zip'
Content type 'application/zip' length 1083003 bytes (1.0 Mb)
opened URL

http://cran.rstudio.com/bin/windows/contrib/3.1/
http://cran.rstudio.com/bin/windows/contrib/3.1/
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downloaded 1.0 Mb

package 'MASS' successfully unpacked and MD5 sums checked

The downloaded binary packages are in
C:\Users\xiwei\AppData\Local\Temp\Rtmp4uRCPS\downloaded

_packages
> library(MASS)
> help(mvrnorm)

The mvrnorm command is very useful for simulating the data from a multivariate
normal distribution. To illustrate, we simulate bivariate normal data withmean (0,0)T

and an identity covariance matrix with a sample size of 5.

> n <- 5 # define the sample size
> mu <- c(0,0) # define the mean vector
> Sigma <- matrix(c(1,0,0,1), byrow=TRUE, ncol=2) # define
# covariance matrix
> set.seed(123) # define the seed to fix the sample
> X <- mvrnorm (n, mu=mu, Sigma=Sigma) # generate data
> X

[,1] [,2]
[1,] -1.7150650 -0.56047565
[2,] -0.4609162 -0.23017749
[3,] 1.2650612 1.55870831
[4,] 0.6868529 0.07050839
[5,] 0.4456620 0.12928774

Likelihood

One of the traditional instruments used in medical experiments and drug devel-
opment is the testing of statistical hypotheses based on the t-test or its different
modifications. Despite the fact that these tests are straightforward with respect to
their applications in clinical trials, it should be noted that there has been a huge lit-
erature on the criticism of t-test-type statistical tools. One major issue that has been
widely recognized is the significant loss of efficiency of these procedures under differ-
ent distributional assumptions. The legitimacy of t-test-type procedures also comes
into question in the context of inflated Type I errors seen when data distributions
differ from normal and the number of observations is fixed. This can pose serious
problems when data based on biomarker measurements are available for statistical
testing. The recent biostatistical literature has well addressed the arguments that show
the values of biomarker measurements that tend to follow skewed distributions, for
example, a lognormal distribution.21 Hence, the use of t-test-type techniques in this
setting is suboptimal and is accompanied by significant difficulties in controlling the
corresponding Type I error.
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Figure 31.2 R data analysis output for measurements of HDL cholesterol levels (mg/dl) in

healthy individuals.

Consider the following example based on the data from a study evaluating
biomarkers related to atherosclerotic coronary heart disease:22

A cross-sectional population-based sample of randomly selected residents (aged
35–79) of Erie and Niagara counties of the state of New York, USA, was the focus of
this experiment. The New York State Department of Motor Vehicles drivers’ license
rolls were employed as the sampling frame for adults between the ages of 35 and
65, whereas the elderly sample (aged 65–79) was randomly selected from the Health
Care Financing Administration database. Participants provided a 12-h fasting blood
specimen for biochemical analysis at baseline, and a number of characteristics were
evaluated from fresh blood samples. The samplesX and Y presented 50measurements
(mg/dl) of the biomarker “high-density lipoprotein (HDL) cholesterol” obtained from
healthy patients. Thesemeasurements were divided into the two groups:X and Y. The
following R code shows the input of the data and the construction of histograms of
the data, as seen in Figure 31.2

X<-c(37.4,70.4,52.8,46.2,74.8,96.8,41.8,55.0,83.6,63.8,63.8,
52.8,46.2,37.4,50.6,74.8,46.2,39.6,70.4,30.8,74.8,61.6,30.8,
74.8,52.8)
Y<-c(44.0,35.2,110.0,63.8,44,26.4,52.8,30.8,39.6,44,48.4,39.6,
55,52.8,50.6,39.6,35.2,55,57.2,37.4,30.8,46.2,50.6,44,44)
> a<-min(c(X,Y))-20
> b<-max(c(X,Y))+20
> par(pty = "s",mfrow = c(1,2))
> hist(X,xlim = c(a,b),ylim = c(0,0.05),freq = FALSE)
> hist(Y,xlim = c(a,b),ylim = c(0,0.05),freq = FALSE)

Although one can reasonably expect the samples are from the same population,
the t-test result shows a significant difference of their distributions, as demonstrated
below via the use of the function t.test in R.
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> t.test(X,Y)

Welch Two Sample t-test

data: X and Y
t = 2.1526, df = 47.704, p-value = 0.03644
alternative hypothesis: true difference in means is not equal
to 0
95 percent confidence interval:

0.6657898 19.5742102
sample estimates:
mean of x mean of y

57.20 47.08

Perhaps, in order to investigate reasons for this incorrect output of the t-test, the
following issues may be taken into account:

The histograms displayed in Figure 31.2 indictate that the distributions of the
X and Y are probably skewed. In a nonasymptotic context, when the sample sizes
are relatively small, one can show that the t-test statistic is a product of likelihood
ratio-type considerations, based on normally distributed observations.9,14 That is, the
t-test is a parametric test, and the parametric assumption seems to be violated in this
example.

Thus, in many settings, it may be reasonable to propose an approach for devel-
oping statistical tests, attending to data distributions, in order to provide procedures
that are as efficient as the t-test based on normally distributed observations. Toward
this end, the likelihood methodology can be employed.

Likelihood ratio and its optimality
Now we turn to outlining the likelihood principle. When the forms of data distribu-
tions are assumed to be known, the likelihood principle is a central tenet for develop-
ing powerful statistical inference tools for use in clinical experiments. The likelihood
method, or simply the likelihood, is arguably the most important concept for inference
in parametric modeling when the underlying data are subject to different problems
and limitations related to medical and epidemiological studies, for example, in the
context of the analysis of survival data. Likelihood-based testing, as we know, was
mainly founded and formulated in a series of fundamental papers published in the
period of 1928–1938 by Jerzy Neyman and Egon Pearson.23–26 In 1928, the authors
introduced the generalized likelihood ratio test and its association with chi-squared
statistics. Five years later, the Neyman–Pearson Lemma was introduced, showing the
optimality of the likelihood ratio test.24 These seminal works provided us with the
familiar notions of simple and composite hypotheses and errors of the first and sec-
ond kinds, thus defining formal decision-making rules for testing. Without loss of
generality, the principle idea of the proof of the Neyman–Pearson Lemma can be
shown by using the trivial inequality

(A − B)(I{A ≥ B} − δ) ≥ 0, (31.1)
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for all A, B, where δ ∈ [0,1] and I{⋅} denotes the indicator function. For example,
suppose we would like to classify independent identically distributed (i.i.d.)
biomarker measurements {Xi, i = 1, … ,n} corresponding to hypotheses of the
following form: H0: X1 is from a density function f0, versus H1: X1 is from a density
function f1. In this context, to construct the likelihood ratio test statistic, we should
consider the ratio between the joint density function of {X1, … ,Xn} obtained under
H1 and the joint density function of {X1, … ,Xn} obtained under H0, and then define∏n

i=1 f1(Xi)∕
∏n

i=1 f0(Xi) as the likelihood ratio. In this case, the likelihood ratio test is
uniformly most powerful. This proposition directly follows from the expected value
under H0 of the inequality (31.1), where we define A =

∏n
i=1 f1(Xi)∕f0(Xi), B to be a

test threshold (i.e., the likelihood ratio test rejects H0 if and only if L ≥ B), and δ is
assumed to represent any decision rule based on {Xi, i = 1, … ,n}. The Appendix
contains details of the proof. This simple proof technique was used to show optimal
aspects of different statistical decision-making policies based on the likelihood ratio
concept applied in clinical experiments.27,28

The likelihood ratio based on the likelihood ratio test statistic
is the likelihood ratio test statistic
The Neyman–Pearson test concept, fixing the probability of a Type I error, comes
under some criticism by epidemiologists. One of the critical points is about the impor-
tance of paying attention to Type II errors. For example, Freiman et al. pointed out
results of 71 clinical trials that reported no “significant” differences between the
compared treatments.2 The authors found that in the great majority of these trials,
the strong effects of new treatment were reasonable. The investigators in such trials
inappropriately accepted the null hypothesis as correct, which probably resulted in
Type II errors. In the context of likelihood ratio-based tests, we present the follow-
ing result that demonstrates an association between the probabilities of Type I and II
errors.

Suppose we would like to test for H0 versus H1, employing the likelihood ratio
L = fH1

(D)∕fH0
(D) based on data D, where fH defines a density function that corre-

sponds to the data distribution under the hypothesis H. Say, for simplicity, we reject
H0 if L > C, where C is a presumed threshold. In this case, we can then show that

f LH1
(u) = u f LH0

(u), (31.2)

where f LH (u) is the density function of the test statistic L under the hypothesis H and
u > 0. Details of the proof of this fact are shown in the Appendix. Thus, we can obtain
the probability of a Type II error in the form of

Pr{the test does not reject H0|H1 is true} = Pr{L ≤ C| H1 is true} =
∫

C

0

f LH1
(u)du

=
∫

C

0

uf LH0
(u)du.

Now, if, in order to control the Type I error, the density function f LH0
(u) is assumed to

be known, then the probability of the Type II error can be easily computed.
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The likelihood ratio property f LH1
(u)∕f LH0

(u) = u can be applied to solve different
issues related to performing the likelihood ratio test. For example, in terms of the
bias of the test, one can request to find a value of the threshold C that maximizes

Pr{the test rejects H0|H1 is true} − Pr{the test rejects H0|H0 is true},

where the probability Pr{the test rejects H0|H1 is true} depicts the power of the test.
This equation can be expressed as

Pr{L > C|H1 is true} − Pr{L > C|H0 is true} =
(
1 −

∫

C

0

f LH1
(u) du

)
−

(
1 −

∫

C

0

f LH0
(u) du

)
.

Let the derivative of this notation equal zero and solve the equation:

d
dC

[(
1 −

∫

C

0

f LH1
(u) du

)
−

(
1 −

∫

C

0

f LH0
(u) du

)]
= −f LH1

(C) + f LH0
(C) = 0.

By virtue of the property (31.2), this implies −Cf LH0
(C) + f LH0

(C) = 0 and then C = 1,
which provides the maximum discrimination between the power and the probability
of the Type I error in the likelihood ratio test.

In other words, the interesting fact is that the likelihood ratio f LH1
∕f LH0

based on the
likelihood ratio L = fH1

∕fH0
comes to be the likelihood ratio, that is, f LH1

(L)∕f LH0
(L) = L.

Interpretations of this statement in terms of information, we leave to the reader’s
imagination.

Exercise 31.1

Given a sample of i.i.d. measurements X1, … ,Xn from exponential distribution with
the rate parameter λ, that is, X1, … ,Xn ∼ f (x) = λ exp(−λx), derive the likelihood
ratio test statistics for the simple hypothesis H0 ∶ λ = 1 versus H1 ∶ λ = 2.

Maximum likelihood; is it the likelihood?
Various real-world data problems require considerations of statistical hypotheses with
structures that depend on unknown parameters. In this case, the maximum likeli-
hoodmethod proposes to approximate the most powerful likelihood ratio, employing
a proportion of the maximum likelihoods, where the maximizations are over val-
ues of the unknown parameters belonging to distributions of observations under the
corresponding hypotheses. We shall assume the existence of essential maximum like-
lihood estimators. The influential Wilks’ theorem provides the basic rationale as to
why the maximum likelihood ratio approach has had tremendous success in statis-
tical applications.30 Wilks showed that under regularity conditions, asymptotic null
distributions of maximum likelihood ratio test statistics are independent of nuisance
parameters. That is, a Type I error in the maximum likelihood ratio tests can be
controlled asymptotically, and approximations of the corresponding p-values can be
computed.
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Thus, if certain key assumptions are met, one can show that parametric likeli-
hood methods are very powerful and efficient statistical tools. We should emphasize
that the role of the discovery of the likelihood ratio methodology in statistical devel-
opments can be compared to the development of the assembly line technique of
mass production. The likelihood ratio principle gives clear instructions and technique
manuals on how to construct efficient statistical decision rules in various complex
problems related to clinical experiments. For example, Vexler et al. developed a like-
lihood ratio test for comparing populations based on incomplete longitudinal data
subject to instrumental limitations.31

Although many statistical publications continue to contribute to the likelihood
paradigm and are very important in the statistical discipline (an excellent account
can be found in Lehmann and Romano14), several significant questions naturally
arise about the maximum likelihood approach’s general applicability. Conceptually,
there is an issue specific to classifying maximum likelihoods in terms of likelihoods
that are given by joint density (or probability) functions based on data. Integrated
likelihood functions, with respect to their arguments related to data points, are equal
to 1, whereas accordingly integrated maximum likelihood functions often have val-
ues that are indefinite. Thus, while likelihoods present full information regarding the
data, the maximum likelihoods might lose information conditional on the observed
data. Consider this simple example:

Suppose we observe X1, which is assumed to be from a normal distribu-
tion N(μ,1) with mean parameter μ. In this case, the likelihood has the form

(2π)−0.5 exp(−(X1 − μ)2∕2) and, correspondingly,
∫

(2π)−0.5 exp(−(X1 − μ)2∕2)dX1 = 1,

whereas the maximum likelihood, that is, the likelihood evaluated at the estimated
μ, μ̂ = X1 is (2π)−0.5, which clearly does not represent the data and is not a proper
density. This demonstrates that since the Neyman–Pearson lemma is fundamentally
founded on the use of the density-based constitutions of likelihood ratios, maximum
likelihood ratios cannot be optimal in general. That is, the likelihood ratio princi-
ple is generally not robust when the hypothesis tests have corresponding nuisance
parameters to consider, for example, testing a hypothesized mean given an unknown
variance.

An additional inherent difficulty of the likelihood ratio test occurs when a clin-
ical experiment is associated with an infinite-dimensional problem and the number
of unknown parameters is relatively large. In this case, Wilks’ theorem should be
re-evaluated, and nonparametric approaches should be considered in the contexts of
reasonable alternatives to the parametric likelihood methodology.32

The ideas of likelihood and maximum likelihood ratio testing may not be fiducial
and applicable in general nonparametric function estimation/testing settings. It is
also well known that when key assumptions are not met, parametric approaches may
be suboptimal or biased as compared to their robust counterparts across the many
features of statistical inferences. For example, in a biomedical application, Gosh
proved that the maximum likelihood estimators for the Raschmodel are inconsistent,
as the number of nuisance parameters increases to infinity (Rasch models are often
employed in clinical trials that deal with psychological measurements, e.g., abilities,
attitudes, and personality traits).33 Due to the structure of likelihood functions based
on products of densities, or conditional density functions, relatively insignificant
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errors in classifications of data distributions can lead to vital problems related to the
applications of likelihood ratio type tests.34 Moreover, one can note that, given the
wide variety and complex nature of biomedical data (e.g., incomplete data subject to
instrumental limitations or complex correlation structures), parametric assumptions
are rarely satisfied. The respective formal tests are complicated, or oftentimes not
readily available.

Exercise 31.2

Given a sample of i.i.d. measurements X1, … ,Xn, following an exponential distri-
bution with the rate parameter λ, that is, X1, … ,Xn ∼ f (x) = λ exp(−λx), derive the
maximum likelihood ratio test statistic for the composite hypothesisH0 ∶ λ = 1 versus
H1 ∶ λ ≠ 1.

Tests on means of continuous data

Does a sample mean equal a pre-specified population mean, or, alternatively, do two
or more samples have the same population mean? These questions can be answered
by the hypothesis testing of equal means.

Likelihood ratio test for the mean of normally distributed data
Given a random sample of i.i.d. observations X1, … ,Xn from a normal population
with the mean μ and the variance σ2, we would like to test for the simple hypothesis

H0 ∶ μ = μ0 versus H1 ∶ μ = μ1.

In this case, the likelihood function is

L = (σ
√
2π)−n exp

{
n∑
i=1

(
Xi − μ

)2∕(2σ2)

}
.

Therefore, the likelihood ratio has the form

Λ =

(σ
√
2π)−n exp

{
−

n∑
i=1

(
Xi − μ0

)2∕(2σ2)

}

(σ
√
2π)−n exp

{
−

n∑
i=1

(
Xi − μ1

)2∕(2σ2)

}

= exp

{(
2
(
μ0 − μ1

) n∑
i=1

Xi − n(μ20 − μ21)

)
∕(2σ2)

}
.

We reject H0 if Λ > Cα, where the constant Cα is selected for a specified value for the
significance level α, the Type I error rate. To use this most powerful likelihood ratio
test, we must know the values of σ2, μ0, and μ1.
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t-Type tests
As an example of the likelihood methodology, we present t-test-type decision rules,
which are widely used in practice. Assuming the following constraints: (1) the data is
a simple random sample from the population and each observation is independent of
each other, and (2) the sample observations were drawn from a normal distribution,
t-tests can be conducted to test means of continuous data. The one-sample t-test can
be applied to test for the equality of the sample mean to a presumed value when the
population variance is unknown or the sample size is small (no greater than 30 as a
rule of thumb). To determine if two independent sets of data are significantly different
from each other, the two-sample t-test can be applied. In the case of multivariate
hypothesis testing, the multivariate t (Hotelling’s t-squared) test, as a generalization
of the Student’s t-statistic, can be used.

One-sample t-tests
In testing the null hypothesis that the population mean is equal to a specified value
μ0, i.e., H0 ∶ μ = μ0 versus H1 ∶ μ ≠ μ0, based on the observed data X1, … ,Xn, one
uses the statistic

t =
X − μ0
s∕
√
n
,

where n is the sample size, X = n−1
∑n

i=1 Xi is the sample mean, and s2 =
(n − 1)−1

∑n
i=1 (Xi − X)2 is the sample standard deviation. At the α significance

level, the null hypothesis can be rejected if |t| ≥ tα∕2,n−1, where tα∕2,n−1 is the
(1 − α∕2)th quantile of t distribution with n − 1 degrees of freedom. Here, we define
the pth quantile for a random variable as the value x, such that the probability that
the random variable will be less than x is at most p and the probability that the
random variable will be more than x is at least 1 − p. Note that the population does
not need to be normally distributed for a large sample size (>30, as a rule of thumb).
By the central limit theorem, the distribution of the population of sample means, X,
will be approximately normal for a sufficiently large sample size.35

Two-sample t-tests
The two-sample t-test is used to determine if two independent population means
are equal, that is, H0 ∶ μ1 = μ2 versus H1 ∶ μ1 ≠ μ2. Given two samples of i.i.d. obser-
vations Xi1, … ,Xini

, i = 1,2, we denote the sample size, the sample mean, and the

unbiased estimator of the variance of the two samples as ni, Xi = ni
−1∑ni

j=1 Xij, and

s2i = (ni − 1)−1
∑ni

j=1 (Xij − Xi)2, i = 1,2, respectively. The t-statistic to test whether the
means are equal can be calculated as follows:

t =
X1 − X2

sd
.

Based on the equivalence of the population variance in two groups, the equal vari-
ances case and the unequal variances case are considered separately, and the estimate
of sd can be calculated accordingly.

Equal variances: When the two distributions are assumed to have the same vari-

ance, the estimator is sd = sp

√
n−11 + n−12 , where the pooled standard deviation sp =
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√
((n1 − 1)s21 + (n2 − 1)s22)∕(n1 + n2 − 2) is an estimator of the common standard devi-

ation of the two samples. At the α significance level, the null hypothesis of equal
means can be rejected if |t| ≥ tα∕2,n1+n2−2, where tα∕2,n1+n2−2 is the (1 − α∕2)th quan-
tile of t distribution with n1 + n2 − 2 degrees of freedom. Note that s2p is an unbi-
ased estimator of the common variance whether the population means are the same
or not.

Unequal variances (Welch’s t-test): When the two population variances are not

assumed to be equal, the estimator is sd =
√
s21∕n1 + s22∕n2. Note that in this case, s2

d
is

not a pooled variance. At the α significance level, the null hypothesis of equal means
can be rejected if |t| ≥ tα∕2,df , where tα∕2,df is the (1 − α∕2)th quantile of t distribution
with

df =
(s21∕n1 + s22∕n2)

2

(s21∕n1)2∕(n1 − 1) + (s22∕n2)2∕(n2 − 1)

degrees of freedom.

Paired t-tests
In clinical trials, the generalized treatment effect can be used to compare treatments
or interventions based on the difference in mean outcomes between pre- and
post-treatment measurements. In the case of one paired sample, paired t-tests can
be conducted to test for a paired difference. Given a paired sample Xk1, … ,Xkn of
pre-treatment (k = 1) and post-treatment (k = 2) measurements, to test whether the
difference μD in means between post- and pre-treatment measurements is μ0, the t
statistic is

t =
XD − μ0
sD∕

√
n
,

where n is the number of pairs, XDi = X2i − X1i, XD = n−1
∑n

i=1 XDi, and s2D =
(n − 1)−1

∑n
i=1(XDi − XD)

2
is the sample mean and sample variance of differences

between all pairs, respectively. At the α significance level, the null hypothesis can be
rejected if |t| ≥ tα∕2,n−1, where tα∕2,n−1 is the (1 − α∕2)th quantile of t-distribution with
n − 1 degrees of freedom.

We exemplify the use of the paired t-test with a real-life example of the effect of
asthma education on pediatric patients’ acute care visits.15

Example 31.1

The study sample consists of 32 patients who satisfy inclusion criteria and present
over a period of time. The number of acute care visits during a year is recorded.
After a standardized course of asthma training, the number of acute care visits for the
following year is recorded again. The change per patient, that is, the before-and-after
difference in the number of visits, was 1, 1, 2, 4, 0, 5, −3, 0, 4, 2, 8, 1, 1, 0, −1, 3, 6,
3, 1, 2, 0, −1, 0,3 ,2, 1, 3, −1, −1, 1, 1, and 5. It is of interest to test if the training
affects the number of visits.15

The following R code can be used to carry out the two-tailed test H0 ∶ μD = 0
against H1 ∶ μD ≠ 0:
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> # input the data: difference (before-after)

> D <-c(1,1,2,4,0,5,-3,0,4,2,8,1,1,0,-1,3,6,3,1,2,0,-1,0,3,2,

1,3,-1,-1,1,1,5)

> alpha <- 0.05 # pre-specified significance level

> # check the normality by the histogram

> hist(D,xlab="Difference",main="Histogram of before and after

difference")

>

> # calculate the test statistic

> n <- length(D) # the sample size, i.e., the number of pairs

> t.stat <- (mean(D)-0)/(sd(D)/sqrt(n))

> t.stat

[1] 4.034031

>

> # obtain the critical value and the p-value

> crit <- qt(1-alpha/2,df=n-1)

> crit

[1] 2.039513

> pval <- 2*(1-pt(t.stat,df=n-1)) # a two-sided test

> pval

[1] 0.0003323025

Alternatively, one may use the built-in function t.test setting paired=TRUE and

alternative="two.sided" in R to conduct the two-sided paired ttest. It yields

the following output:

> t.test(D,rep(0,n),paired=TRUE,alternative="two.sided")

Paired t-test

data: D and rep(0, n)

t = 4.034, df = 31, p-value = 0.0003323

alternative hypothesis: true differ-

ence in means is not equal to 0

95 percent confidence interval:

0.818888 2.493612

sample estimates:

mean of the differences

1.65625

The form of the histogram of the differences shown in Figure 31.3 suggests an

approximately normal shape, satisfying the normal distribution assumption. The test

statistic is t = 4.034, which is greater than the critical value tα∕2,df=31 = 2.04 at the

α = 0.05 significance level.We can state that we are 95% sure that the asthma training

was efficacious.
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Figure 31.3 Histogram of the differences in the number of acute care visits pre- and

post-asthma training.

Multivariate t-tests
Hypothesis testing of the equality of means can be constructed in the multivariate
case, say, p-variate. Assuming that the samples are independently drawn from
two multivariate normal distributions with the same covariance, i.e., for the
ith sample, Xij ∼ Np(μi,𝚺), i = 1,2, j = 1, … ,ni, the hypothesis is H0 ∶ μ1 = μ2
versus Ha ∶ μ1 ≠ μ2. Define Xi = n−1i

∑ni
j=1 Xij, i = 1,2, as the sample means and

W = (n1 + n2 − 2)−1
∑2

i=1
∑ni

j=1(Xij −Xi)(Xij −Xi)T as the unbiased pooled covariance
matrix estimate, then the Hotelling’s two-sample T2 statistic is

t2 =
n1n2
n1 + n2

(X1 −X2)
TW−1(X1 −X2).

Note that the Hotelling’s two-sample T2 statistic follows the Hotelling’s T2 distribution
with parameters p and n1 + n2 − 2; that is, t2 ∼ T2(p,n1 + n2 − 2). The null hypothe-
sis is rejected if t2 > T2(α; p,n1 + n2 − 2) at the α significance level. (Here the matrix

operation T means

[
a
b

]T
= [a b] and [a b]T =

[
a
b

]
.)

In the following example, we will show how to simulate data in R using the func-
tion mvrnorm introduced in Section R: statistical software and conduct the Hotelling’s
two-sample T2 test.

Example 31.2

We consider an example in which age and measurements of weight (in kg) are
recorded for each patient in two independent groups. Assume that for the first
group, n1 = 50 patients’ measurements are randomly sampled from the population

N2

((
25
65

)
,

(
5 1
1 9

))
, while for the second group, n2 = 70 patients’ measurements
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are randomly sampled from the population N2

((
25
70

)
,

(
5 1
1 9

))
. We simulate the

data and test if the means are equal.
For each group, we assume bivariate normal data with a common population

covariance matrix. The following R code can simulate bivariate normal data and con-
duct the Hotelling’s two-sample T2 test for the equality of means:

> # Check if packages are aleady installed.
> check.pkg <- c("ICSNP", "MASS") %in% rownames(installed
.packages())
> if(any(!check.pkg)) install.packages(c("ICSNP", "MASS")
[!check.pkg])
> # load packages
> library(ICSNP)
> library(MASS)
> # simulate data
> set.seed(123)
> n1 <- 50
> n2 <- 70
> Sigma <- matrix(c(5,1, 1,9), byrow=TRUE, ncol=2) # common
# covariance matrix
> X1 <- mvrnorm (n1, mu=c(25, 65), Sigma=Sigma)
> X2 <- mvrnorm (n2, mu=c(25, 70), Sigma=Sigma)
> X <- rbind(X1, X2)
> Group <- factor(rep(1:2, c(n1,n2)))
> HotellingsT2(X ∼ Group)

It yields the following output:

Hotelling's two sample T2-test

data: X by Group
T.2 = 35.3461, df1 = 2, df2 = 117, p-value = 9.823e-13
alternative hypothesis: true location difference is not equal
to c(0,0)

With the obtained p-value far less than 0.001, we reject the null hypothesis at the
0.05 significance level. We can conclude that we are 95% sure there is significant
difference in the means of two bivariate data.

Exercise 31.3

Generate data from bivariate normal distributions based on n1 = 130, n2 = 100, 𝛍𝟏 =

(50 89)T , 𝛍2 = (45 92)T and the common covariance matrix 𝚺 =
(
15 −2
−2 9

)
. Conduct

the Hotelling’s two-sample T2 test at the α = 0.05 significance level.
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The exact likelihood ratio test for equality of two
normal populations

Testing the equality of two independent normal populations is of practical impor-
tance. Let {X1, … ,Xn} and {Y1, … ,Yn} be two independent random samples from
normal populations N(μ1, σ2

1) and N(μ2, σ
2
2), respectively. It is of interest to test

H0 ∶ μ1 = μ2 and σ2
1 = σ2

2 versus H1 ∶ μ1 ≠ μ2 or σ
2
1 ≠ σ2

2.

Pearson and Neyman36 considered the likelihood ratio test

λn,m =

[∑n
i=1

(
Xi − X

)2/
n

]n∕2[∑m
j=1

(
Yj − Y

)2/
m

]m∕2

{[∑n
i=1

(
Xi − u

)2 +∑m
j=1

(
Yj − u

)2] /(n +m)
}(n+m)∕2 ,

where X, Y , and u are the sample means of the X sample, the Y sample, and the com-
bined sample, respectively. For λ ∈ (0,1), Zhang et al.37 derived the exact distribution
of λn,m as

Pr(λn,m ≤ λ) = 1 − C
∫ ∫D

w(n−1)∕2−1
1 w(m−1)∕2−1

2

/√
1 − w1 − w2dw1dw2

= 1 − C
∫

r2

r1

w(n−3)∕2
1 ∫

1−w1

z∕wn∕m1

w(m−3)∕2
2

/√
1 − w1 − w2dw2dw1,

where z = λ2∕mnn∕mm
(n +m)(n+m)∕m , C =

Γ((n +m − 1)∕2)
Γ((n − 1)∕2)Γ((m − 1)∕2)Γ(1∕2)

,

D =
{(
w1,w2

)
∶ w1 > 0,w2 > 0,w1 + w2 < 1,wn∕2

1 wm∕2
2 (n +m)(n+m)∕2∕(nn∕2mm∕2) > λ

}
,

and r1 < r2 are the two roots (for the variable w1) of

1 − w1 − z∕wn∕m
1 = 0.

Note that the double integral can be computed using Gaussian quadrature, imple-
mented with the R function plrt.

Empirical likelihood

One very important issue is to preserve efficiency of the statistical inference through
the use of robust likelihood-type methods, while concurrently minimizing assump-
tions about the underlying distribution. Toward this end, the recent biostatistical
literature has shifted focus toward robust and efficient nonparametric and semipara-
metric developments of various “artificial” or “approximate” likelihood techniques.
These methods have a wide variety of applications related to clinical experiments.
Many nonparametric and semiparametric approximations to powerful parametric
likelihood procedures have been used routinely in both statistical theory and prac-
tice. Well-known examples include the quasi-likelihood method, approximations of
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parametric likelihoods via orthogonal functions, techniques based on quadratic arti-
ficial likelihood functions, and the local maximum likelihood methodology.38–41 Var-
ious studies have shown that artificial or approximate likelihood-based techniques
efficiently incorporate information expressed through the data, and have many of
the same asymptotic properties as those derived from the corresponding parametric
likelihoods. The empirical likelihood (EL) method is one of a growing array of artifi-
cial or approximate likelihood-based methods currently in use in statistical practice.42

Interest in and the resulting impact of EL methods continue to grow rapidly. Perhaps
more importantly, EL methods now have various vital applications in a large and
expanding number of areas of clinical studies.

A question of major interest to this section turns on the performance of EL con-
structs relative to ordinary parametric likelihood ratio-based procedures in the con-
text of clinical experiments. Our desire to incorporate several recent developments
and applications in these areas in an easy-to-use manner provides one of the main
impetuses for this section. The EL method for testing has been dealt with extensively
in the literature within a variety of settings.42–47

Classical empirical likelihood
As background for the development of EL-type techniques, we first outline the
classical EL approach. The simple classical EL takes the form

∏n
i=1(F(Xi) − F(Xi−)),

which is a functional of the cumulative distribution function F and i.i.d. obser-
vations Xi, i = 1, … ,n. This EL technique is “distribution function-based.” 42 In the
distribution-free setting, an empirical estimator of this likelihood may take the
form of Lp =

∏n
i=1 pi, where the components pi, i = 1, … ,n, the estimators of the

probability weights, should maximize the likelihood Lp, provided that
∑n

i=1 pi = 1
and empirical constraints based on X1, … ,Xn hold. For example, suppose we would
like to test the hypothesis

H0 ∶ E(g(X1, θ)) = 0 versus H1 ∶ E(g(X1, θ)) ≠ 0,

where g(., .) is a given function and θ is a parameter. Then, in a nonparametric man-
ner, we define the EL function of the form EL(θ) = L(X1, … ,Xn|θ) = ∏n

i=1 pi, where∑n
i=1 pi = 1. Under the null hypothesis, the maximum likelihood approach requires

one to find the values of pi i = 1, … ,n, that maximize the EL given the empirical
constraints

∑n
i=1 pi = 1 and

∑n
i=1 pig(Xi, θ) = 0 that present an empirical version of the

condition under H0 that E(g(X1, θ)) = 0 (the null hypothesis is assumed to be rejected
when there are no 0 < p1, … , pn < 1 to satisfy the empirical constraints). In this case,
using Lagrange multipliers, one can show that

EL(θ) = sup
0<p1 ,p2 ,… ,pn<1,

∑
pi=1,

∑
pig(Xi ,θ)=0

n∏
i=1

pi =
n∏
i=1

(n + λg(Xi, θ))
−1, (31.3)

where λ is a root of
∑
g(Xi, θ)(n + λg(Xi, θ))−1 = 0. Since under H1, the only constraint

under consideration is
∑
pi = 1, we have

EL = sup
0<p1 ,p2 ,… ,pn<1,

∑
pi=1

n∏
i=1

pi =
n∏
i=1

n−1 = (n)−n. (31.4)
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Combining equations (31.3) and (31.4), we obtain the EL ratio (ELR) test statistic
ELR(θ) = EL∕EL(θ) for the hypothesis test of H0 versus H1. For example, when the
function g(u, θ) = u − θ, the null hypothesis corresponds to the expectation.

Owen showed that the nonparametric test statistic 2 log ELR(θ) has an asymptotic
chi-square distribution under the null hypothesis.42 This result illustrates that Wilks’
theorem-type results continue to hold in the context of this infinite-dimensional
problem. Consequently, there are techniques for correcting forms of ELRs to improve
the convergence rate of the null distributions of ELR test statistics to chi-square distri-
butions. These techniques are similar to those applied in the field of parametric max-
imum likelihood ratio procedures.45 The statement of the hypothesis testing above
can easily be inverted with respect to providing nonparametric confidence interval
estimators.

In terms of the accessibility of this method, it should be noted that the number of
EL software packages continues to expand, particularly the R software packages. For
example, library(emplik) and library(EL) of R packages that include the R
function el.test() and EL.test(). These simple R functions can be very useful
for the EL analysis of data from clinical studies.

For illustrative example, we revisit the HDL cholesterol data shown in Figure 31.2.
Now, we use the empirical likelihood ratio test for means. The following R output
shows the result of the empirical likelihood comparison between the means of the
groups: X and Y.

> library(EL)
> EL.means(X,Y)

Empirical likelihood mean difference test

data: X and Y
-2 * LogLikelihood = 3.547, p-value = 0.05965
95 percent confidence interval:
-0.4900842 19.0138090

sample estimates:
Mean difference

10.17393

Perhaps, in this example, the ELR test outperforms the t-test that claims to reject the
hypothesis E(X) = E(Y ), when X and Y are the measurements related to the same
group of patients.

The classical EL methodology has been shown to have properties that make
it attractive for testing hypotheses regarding parameters (e.g., moments) of
distributions.43,48 However, practicing statisticians working on clinical experiments,
for example, case–control studies, commonly face a variety of distribution-free
comparisons and/or evaluations over all distribution functions of complete and
incomplete data subject to different types of measurement errors. In this framework,
the density-based empirical likelihood methodology figures prominently.
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Exercise 31.4

Generate a sample of i.i.d. measurements X1, … ,X25 from the following distribu-
tions: (1) normal distribution N(0,1), and (2) F(x) = (1 − λ exp(−λ(x + 1)))I{x + 1 >

0}, where λ is the rate parameter. Test H0 ∶ E(X) = 0 versus H1 ∶ E(X) ≠ 0 at the
α = 0.05 significance level. In the case (2), is the result of the t-test application valid?
Explain the reason.

Density-based empirical likelihood
According to the Neyman–Pearson lemma, density-based likelihood ratios can pro-
vide uniformlymost powerful tests. Using this as a starting point, Vexler et al. proposed
an alternative to the “distribution function-based” EL methodology.49–53 The authors
employed the approximate density-based likelihood, which has the following form:

Lf =
n∏
i=1

f (Xi) =
n∏
i=1

fi, fi = f (X(i)),

where X(1) ≤ X(2) ≤ · · · ≤ X(n) are the order statistics based on X1, … ,Xn, and f1, … , fn
take on the values that maximize Lf given the empirical constraint corresponding to
∫ f (u)du = 1. This density-based EL approach was used successfully in order to con-
struct efficient entropy-based goodness-of-fit test procedures.29,50 The density-based
EL methodology has been satisfactorily applied to develop a test for symmetry based
on paired data. This test significantly outperforms classical procedures.49 Gurevich
and Vexler extended the density-based EL approach to a two-sample nonparametric
likelihood ratio test.51 Vexler and Yu used the density-based EL concept to present
two group comparison principles based on bivariate data with a missing pattern
as a consequence of data collection procedures.52 Furthermore, the density-based
EL methods were used to efficiently address nonparametric problems of complex
composite hypothesis testing in children, in social/behavioral studies based on
randomized prospective experiments.53 In many practical settings, the density-based
ELRs can provide simple and exact tests. Some distinctive characteristics of the
density-based EL method test statistic as compared to the typical EL approach are
summarized in Table 31.2.48,54

We note that Table 31.2 cannot correspond to all relevant EL constructions.
For example, Hall and Owen developed large-sample methods for constructing
“distribution function-based” EL confidence bands in problems of nonparametric
density estimation.55 Einmahl and McKeague proposed to localize the “distribution
function-based” EL approach using one or more “time” variables implicit in the
given null hypothesis.56 Integrating the log-likelihood ratio over those variables,
the authors constructed exact-test procedures for detecting a change in distribu-
tion, testing for symmetry about zero, testing for exponentiality, and testing for
independence.

It is a common practice to conduct medical trials in order to compare a new ther-
apy with a standard of care based on paired data consisting of pre- and post-treatment
measurements. In such cases, there is often great interest in identifying treatment
effects within each therapy group, as well as detecting a between-group difference.
Nonparametric comparisons between distributions of new therapy and control
groups, as well as detecting treatment effects within each group, may be based on
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Table 31.2 Comparison of the classical EL and density-based EL approaches.

Characteristics Owen48; Yu et al.54 The density-based EL method

Construction of the likelihood

function

Distribution based Density based

Usage of Lagrange multipliers

method

Yes Yes

Usage of constraints for

maximization

Yes Yes

Common focus of the test Parameters (e.g., moments) Overall distributions

Critical value Asymptotic Exact

The form of the test statistic Numeric approach is required

to calculate values of

Lagrange multipliers

No numeric approach

multiple-hypothesis tests. To this end, one can create relevant tests combining, for
example, the Kolmogorov–Smirnov test and the Wilcoxon signed-rank test. The
use of the classical procedures commonly requires complex considerations about
combining the known nonparametric tests and preserving the Type I error control
and reasonable power of the resulting test. Alternatively, the density-based ELR
technique provides a direct distribution-free approach for efficiently analyzing a
variety of tasks occurring in clinical trials. The density-based EL method can easily
be applied to test nonparametrically for different composite hypotheses. In this case,
the density-based EL approach implies a standard scheme to develop highly efficient
procedures, approximating nonparametrically the most powerful Neyman–Pearson
test rules, given the aims of clinical studies. For example, Vexler et al. developed a
density-based ELR methodology that was efficiently used to compare two therapy
strategies for treating children’s attention-deficit/hyperactivity disorder and severe
mood dysregulation.53,57 It was demonstrated that various composite hypotheses
in a paired data setting (e.g., before vs. after treatment) can be tested with the
density-based ELR tests, which give more emphasis to the overall distributional
difference rather than to certain location parameter differences.

The R software can be employed in order to implement a computer pro-
gram that realizes a density-based EL strategy. For example, programs of
this type are presented in the Statistics in Medicine journal’s Web domain
http://onlinelibrary.wiley.com/doi/10.1002/sim.4467/suppinfo. Miecznikowski, Vexler, and
Shepherd developed the R package “dbEmpLikeGOF” for nonparametric density-
based likelihood ratio tests for goodness of fit and two-sample comparisons.58 See
also http://cran.r-project.org/web/packages/dbEmpLikeNorm/ for the R package “dbEm-
pLikeNorm: Test for joint assessment of normality,” developed by Drs. Shepherd,
Tsai, Vexler, and Miecznikowski. The group of coauthors Tanajian, Vexler, and
Hutson presented a package entitled “Novel and efficient density-based empir-
ical likelihood procedures for symmetry and K-sample comparisons” in STATA,
a general-purpose statistical software language.59 It is available over the web at
http://sphhp.buffalo.edu/biostatistics/research-and-facilities/software/stata.html.

http://onlinelibrary.wiley.com/doi/10.1002/sim.4467/suppinfo.Miecznikowski
http://cran.r-project.org/web/packages/dbEmpLikeNorm/
http://sphhp.buffalo.edu/biostatistics/research-and-facilities/software/stata.html
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Figure 31.4 R data analysis output for measurements of HDL cholesterol levels (mg/dl) X and

Y in the disease and healthy individuals, respectively.

In order to exemplify the density-based empirical likelihood method, we employ
data from the clinical study that is mentioned in Section Likelihood. This study was
designed as a case–control study of biomarkers for coronary heart disease. In accor-
dance with the biomedical literature, the HDL biomarker has been suggested as hav-
ing strong discriminatory ability for myocardial infarction (MI). To define cases, we
consider the sample Y that consists of 25 measurements of the HDL biomarker on
individuals who recently survived an MI. In order to represent controls, 25 HDL
biomarker measurements on healthy subjects are denoted as X1, … ,X25. The fol-
lowing R code inputs the data and constructs the histograms of the data, as shown in
Figure 31.4:

> X<-c(96.8,57.2,37.4,44.0,55.0,41.8,46.2,41.8,41.8,59.4,44.0,
52.8,33.0,52.8,41.8,44.0,52.8,59.4,37.4,77.0,39.6,57.2,57.2,
41.8,39.6)
> Y<-c(26.4,33.0,30.8,35.2,44.0,48.4,61.6,41.8,26.4,28.6,55.0,
61.6,63.8,24.2,37.4,48.4,52.8,46.2,57.2,68.2,46.2,37.4,46.2,
52.8,35.2)
> a<-min(c(X,Y))-20
> b<-max(c(X,Y))+20
> par(pty="s",mfrow=c(1,2),oma=c(0,0,0,0),mar=c(0,4,0,0))
> hist(X,xlim=c(a,b),ylim=c(0,0.05),freq=FALSE)
> hist(Y,xlim=c(a,b),ylim=c(0,0.05),freq=FALSE)

The classical empirical likelihood ratio test can be conducted via the R function
EL.means. With the p-value of 0.101 as shown below, we fail to reject that E(X) =
E(Y ) at the 0.05 significance level.

> EL.means(X,Y)

Empirical likelihood mean difference test

data: X and Y
-2 * LogLikelihood = 2.6898, p-value = 0.101
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95 percent confidence interval:
-1.066513 13.850197

sample estimates:
Mean difference

5.720065

Thus, in this example, the ELR test cannot be used to demonstrate the discrimina-
tory ability of the HDL biomarker with respect to the MI disease. In this case, the
two-sample density-based empirical likelihood ratio test51 shows the p-value <0.043,
supporting rejection of the hypothesis regarding equivalency of distributions of X and
Y. For the sake of completeness, the Appendix presents an example of R procedures
for executing the two-sample density-based ELR test. In addition, Vexler et al. pro-
posed a simple, but very efficient, density-based empirical likelihood ratio test for
independence and provided the R code to run the procedure.60

Combinations of likelihoods to assemble composite tests
and archive full information regarding data
Strictly speaking, “distribution-function/density-based” EL techniques and paramet-
ric likelihood methods are closely related concepts. This provides the impetus for an
impressive expansion in the number of EL developments, based on combinations of
likelihoods of different types.61

Consider a simple example, where we assume to observe independent couples
given as (X,Y ). In this case, the likelihood function can be denoted as L(X,Y ). Suppose
values of X’s are observed completely, whereas a proportion of the observed data
for the Y’s is incomplete. Assume a model of Y given X, Y|X, is well defined, for
example, Yi = βXi + εi, where β denotes the model parameter and εi is a normally
distributed error term, for i = 1, … ,n. Then, we refer to Bayes’ theorem to represent
L(X,Y ) = L(Y |X)L(X), where L(X) can be substituted by the EL to avoid parametric
assumptions regarding distributions of X’s.

In this context, Qin shows an inference on incomplete bivariate data using a
method that combines the parametric model and ELs.62 This method also incorpo-
rates auxiliary information from variables in the form of constraints, which can be
obtained from reliable resources such as census reports. This approach makes it possi-
ble to use all available bivariate data, whether completely or incompletely observed.
In the context of a group comparison, constraints can be formed based on null and
alternative hypotheses, and these constraints are incorporated into the EL. This result
was extended and applied to the following practical issues:

Malaria remains a major epidemiological problem in many developing countries.
In endemic areas, an individual may have symptoms attributable either to malaria
or to other causes. From a clinical viewpoint, it is important to attend to the next
tasks: (i) to correctly diagnose an individual who has developed symptoms, so
that the appropriate treatments can be given; (ii) to determine the proportion
of malaria-affected cases in individuals who have symptoms, so that policies on
intervention program can be developed. Once symptoms have developed in an
individual, the diagnosis of malaria can be based on the analysis of the parasite
levels in blood samples. However, even a blood test is not conclusive, as in endemic



�

� �

�

534 Chapter 31

areas many healthy individuals can have parasites in their blood slides. Therefore,
data from this type of study can be viewed as coming from a mixture distribution,
with the components corresponding to malaria and nonmalaria cases. Qin and
Leung constructed new EL procedures to estimate the proportion of clinical malaria
using parasite-level data from a group of individuals with symptoms attributable to
malaria.63 Yu et al. and Vexler et al. proposed two-sample EL techniques based on
incomplete data to analyze a Pneumonia Risk Study in an ICU Setting.46,47 In the
context of this study, the initial detection of ventilator-associated pneumonia (VAP)
for inpatients at an intensive care unit requires composite symptom evaluation,
using clinical criteria such as the clinical pulmonary infection score (CPIS). When
CPIS is above a threshold value, bronchoalveolar lavage (BAL) is performed to
confirm the diagnosis by counting actual bacterial pathogens. Thus, CPIS and
BAL results are closely related, and both are important indicators of pneumonia,
whereas BAL data are incomplete. Yu et al. and Vexler et al. derived EL methods
to compare the pneumonia risks among treatment groups for such incomplete
data.46,47 In semi- and nonparametric contexts, including EL settings, Qin and Zhang
showed that the full likelihood can be decomposed into the product of a conditional
likelihood and a marginal likelihood, in a similar manner to the parametric likeli-
hood considerations.61 These techniques augment the study’s power by enabling
researchers to use any observed data and relevant information.

Receiver operating characteristic curve analysis

The ROC curves are useful visualization tools for illustrating the discriminant abil-
ity of biomarkers to distinguish between two populations: diseased and nondiseased.
The ROC curve methodology was originally developed for radar signal detection the-
ory and was extensively employed in psychological and, most importantly, medical
research and epidemiology.16,64

Assume, without loss of generality, that X1, … ,Xn and Y1, … ,Ym are measure-
ments from the diseased and nondiseased populations, respectively. The observations
X1, … ,Xn are i.i.d. and independent of i.i.d. measurements Y1, … ,Ym. Let F and
G denote the CDFs of X and Y , respectively. The ROC curve R(t) can be defined
as R(t) = 1 − F(G−1(1 − t)), where t ∈ [0, 1].65 It plots sensitivity (the true positive
rate, 1 − F(t)) against 1 minus specificity (the true negative rate, 1 − G(t)) for var-
ious values of the threshold t. As an example, we consider three biomarkers with
their corresponding ROC curves presented in Figure 31.5, where underlying distribu-
tions are F1 ∼ N(0,1), G1 ∼ N(0,1) for biomarker A (the diagonal line), F2 ∼ N(0,1),
G2 ∼ N(1,1) for biomarker B (in a dashed line), and F3 ∼ N(0,1), G3 ∼ N(10,1) for
biomarker C (in a dotted line), respectively.

The following R code plots the ROC curve, as shown Figure 31.5.

> t<-seq(0,1,0.001)
> R1<-1-pnorm(qnorm(1-t,0,1),0,1) # biomarker 1
> R2<-1-pnorm(qnorm(1-t,1,1),0,1) # biomarker 2
> R3<-1-pnorm(qnorm(1-t,10,1),0,1) # biomarker 3
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Figure 31.5 ROC curves related to the biomarkers. The solid diagonal line corresponds to the

ROC curve of biomarker A, where F1 ∼ N(0,1) and G1 ∼ N(0,1). The dashed line displays

the ROC curve of biomarker B, where F2 ∼ N(0,1) and G2 ∼ N(1, 1). The dotted line close to

the upper left corner plots the ROC curve for biomarker C, where F3 ∼ N(0,1) and
G3 ∼ N(10, 1).

> plot(R1,t,type="l",lwd=1.5,lty=1,cex.lab=1.1,ylab=
"Sensitivity",xlab="1-Specificity")
> lines(R2,t,lwd=1.5,lty=2)
> lines(R3,t,lwd=1.5,lty=3)

It can be seen that the farther apart the two distributions F and G fall, the more the
ROC curve curves up to the top left corner. A perfect biomarker would have the ROC
curve come close to the top left corner, and a biomarker without discriminability
would result in a diagonal line in the ROC curve. We also observe that there exists a
trade-off between specificity and sensitivity.

There exists extensive research on estimating the ROC curves from the paramet-
ric and nonparametric perspectives.65–67 Assuming both the diseased and nondiseased
populations are normally distributed, i.e., F ∼ N(μ1, σ2

1) and G ∼ N(μ2, σ2
2), the corre-

sponding ROC curve can be expressed as

ROC(t) = Φ[a + bΦ−1(t)],

where a = (μ1 − μ2)∕σ1, b = σ2∕σ1, and Φ is the standard normal CDF. In this case the
estimated ROC curve is obtained by substituting the maximum likelihood estimators
(MLEs) of the normal parameters μ1, μ2, σ1, and σ2 into the formula. The nonparamet-
ric estimate of the ROC curve used the empirical distribution functions.66,67 Define
the empirical distribution function of F as

̂Fn(t) =
1
n

n∑
i=1

I{Xi ≤ t},
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Figure 31.6 The nonparametric estimators of ROC curves of three different biomarkers based

on samples of sizes 1000. The solid diagonal line corresponds to the nonparametric estimator

of the ROC curve of biomarker A, where F1 ∼ N(0, 1) and G1 ∼ N(0, 1). The dashed line

displays the nonparametric estimator of the ROC curve of biomarker B, where F2 ∼ N(0,1)
and G2 ∼ N(1,1). The dotted line close to the upper left corner plots the nonparametric

estimator of the ROC curve for biomarker C, where F3 ∼ N(0,1) and G3 ∼ N(10, 1).

where I{⋅} denotes the indicator function and the empirical distribution function
̂Gm of G can be defined similarly. Substituting F and G by corresponding empirical
estimates ̂Fn and ̂Gm, respectively, the empirical estimator of the ROC curve is given by

̂R(t) = 1 − ̂Fn(̂G
−1
m (1 − t)),

which converges to R(t) for a large sample.66

Figure 31.6 presents the nonparametric estimators of the ROC curves with sam-
ple sizes n = m = 1000 for three biomarkers described in Figure 31.5, that is, F1 ∼
N(0,1), G1 ∼ N(0,1) for biomarker A (the diagonal line), F2 ∼ N(0,1), G2 ∼ N(1,1)
for biomarker B (in a dashed line), and F3 ∼ N(0,1), G3 ∼ N(10,1) for biomarker C
(in a dotted line), respectively, using the following R code:

> if(!("pROC" %in% rownames(installed.packages()))) install
.packages("pROC")
> library(pROC)
> n<-1000
> set.seed(123) # set the seed
> # Simulate data from the normal distribution
> X1<-rnorm(n,0,1)
> Y1<-rnorm(n,1,1)
> group<-cbind(rep(1,n),rep(0,n))
> measures<-c(X1,Y1)
> roc1<-roc(group, measures)
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> plot(1-roc1$specificities,roc1$sensitivities,type="l",
ylab="Sensitivity",xlab="1-Specificity")
> abline(a=0,b=1,col="grey") # add the diagonal line for
# reference

It should be noted the ROC curves are well approximated by the nonparametric esti-
mators.

In health-related studies, the ROC curve methodology is commonly related to
case–control type evaluations. As a type of observational study, case–control studies
differentiate and compare two existing groups differing in outcome on the basis of
some supposed causal attribute. For example, based on factors that may contribute to
a medical condition, subjects can be grouped as the cases, for patients with condition/
disease, and the controls, for patients without the condition/disease. For independent
populations, for example, cases and controls, various parametric and nonparametric
approaches have been proposed to evaluate the performance of biomarkers.65–71

Area under the ROC curve
A rough idea of the performance of the biomarkers can be obtained with the ROC
curve. However, judgments solely based on the ROC curves are far from enough to
precisely describe the diagnostic accuracy of biomarkers. The area under the ROC
curve (AUC) is a common index of the diagnostic performance of a continuous
biomarker. It measures the ability to discriminate between the control and the disease
groups.68,69 Bamber noted that the area under this curve is equal to Pr(X > Y ).70

We prove this result in the Appendix. Values of AUCs can range from 0.5, in the
case of no difference between distributions, to 1, where the two distributions are
perfectly discriminated. For more details, see Kotz et al. for wide discussions regarding
evaluations of the AUC-type objectives.71

Parametric approach for AUC testing
Under the normal assumptions, a closed form of the AUC is presented as

A = Φ
⎛⎜⎜⎜⎝

μ1 − μ2√
σ2
1 + σ2

2

⎞⎟⎟⎟⎠ ,
where for the diseased population X ∼ N(μ1, σ2

1) and for the nondiseased population
Y ∼ N(μ2, σ2

2), μ1 ≥ μ2.72 We provide the proof in the Appendix. By substituting
maximum likelihood estimators for μi and σ2

i , i = 1,2 into the above formula, the
maximum likelihood estimator of the AUC can be obtained correspondingly. Given
the estimator of the AUC under the normal distribution assumption, one can easily
construct confidence interval-based tests for the AUC using the delta method; see
Kotz et al. for details.71 In several cases, to achieve a fit between data distributions
and the normal assumptions, a transformation of observations, for example, the
Box–Cox transformation, can be recommended, before the above parametric
approach is applied.73 In general, when data distributions are different from the
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normal distribution function, the AUC can be expressed as Pr(X > Y ) =
∫

G(x)dF(x),
and evaluated in a similar manner to the technique above.72

Exercise 31.5

Biomarker levels were measured from diseased and healthy populations, providing
i.i.d. observations X1 = 0.39, X2 = 1.97, X3 = 1.03, X4 = 0.16, which are assumed to
be from a normal distribution, as well as i.i.d. observations Y1 = 0.42, Y2 = 0.29,
Y3 = 0.56, Y4 = −0.68, Y5 = −0.54, which are also assumed to be from a normal dis-
tribution, respectively. Please define the ROC curve. Obtain a formal notation of the
AUC and estimate the AUC. What can be concluded about the discriminating ability
of the biomarker with respect to the disease?

Hint: Values that may help you to approximate the estimated AUC: Pr(ξ < x) ≈
0.56, when x = 1, ξ = N(0.7,4); Pr(ξ < x) ≈ 0.18, when x = 1, ξ = N(0.9,1); Pr(ξ < x) =
0.21, when x = 0, ξ = N(0.8,1); Pr(ξ < x) ≈ 0.18, when x = 0, ξ = N(0.9,1).

Nonparametric approach for AUC testing
Conversely, a nonparametric estimator for the AUC based on continual biomarker
values can be obtained as

̂A = 1
mn

n∑
i=1

m∑
j=1

I(Xi > Yj),

where Xi, i = 1, … ,n and Yj, j = 1, … ,m are the observations for diseased
and nondiseased populations, respectively.74 It is equivalent to the well-known
Mann–Whitney statistic, and the variance of this empirical estimator can be obtained
using U-statistic theory.75 The empirical likelihood method to construct the confi-
dence interval estimation of the AUC was introduced by Qin and Zhou.76 Replacing
the indicator function by a kernel function, one can obtain a smoothed ROC curve.77

Exercise 31.6

Biomarker levels were measured from diseased and healthy populations, providing
i.i.d. observations X1 = 0.39, X2 = 1.97, X3 = 1.03, X4 = 0.16, which are assumed to
be from a continuous distribution, as well as i.i.d. observations Y1 = 0.42, Y2 = 0.29,
Y3 = 0.56, Y4 = −0.68, Y5 = −0.54, which are also assumed to be from a continu-
ous distribution, respectively. Please define the ROC curve. Estimate the AUC non-
parametrically. What can be concluded regarding the discriminating ability of the
biomarker with respect to the disease?

Nonparametric comparison between two ROC curves
It is of great importance for the researchers to compare two biomarkers. If we use
both diagnostic markers on the same m controls and n cases, we can represent the
bivariate outcomes as (X1j,X2j) ( j = 1, … ,m) and (Y1k,Y2k) (k = 1, … ,n), respec-
tively. We denote the respective bivariate distributions by F(x1, x2) and G(y1, y2), and
the marginals by Fi(xi) and Gi(yi), i = 1,2, and we assume that the m + n bivariate
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vectors are mutually independent. Denote the sensitivity at specificity p by Si(p),
i = 1,2, and define

Δ =
∫

(S1p) − S2(p))dW (p),

whereW is a probability measure on the open unit interval. The parameter Δ allows
one to compare sensitivities on a predefined range of specificities of clinical interest by
adjusting the weight function W accordingly. When W (p) is the uniform distribution
on (0,1), the parameter Δ equals the difference of AUCs between two biomarkers.

Wieand et al. considered a nonparametric estimate of Δ in the form of

̂Δ =
∫

(̂S1p) − ̂S2(p))dW (p),

where ̂Si(p) = 1 − ̂Gi(̂ξip), ̂Gi is the empirical distribution of Gi and the sample quantile
̂ξip is the [mp]th order statistic among the m values of Xi, where [mp] is the smallest
integer that equals or exceeds mp.67 Assume that W is a probability measure in (0,1)
and that there exists ε > 0 such thatW has a bounded derivative in (0, ε) and (1 − ε, 1).
Suppose further that Gi(ξip), for i = 1,2, has continuous derivatives in (0,1), which
are monotone in (0, ε) and (1 − ε, 1). Define si(p) = S′i(p) = −G′

i(ξip)∕F
′
i (ξip). Then, as

N = n +m tends to ∞ with m∕N → λ, for 0 < λ < 1, N1∕2(̂Δ − Δ) tends to a normal
distribution with variance σ2 = σ11 − 2σ12 + σ22, where

σii = ∫

1

0 ∫

1

0

{(1 − λ)−1Si(max(p, q))(1 − Si(min(p, q)))

+ λ−1si(p)si(q)(min(p, q) − pq)}dW (p)dW (q),

and

σ12 = (1 − λ)−1
∫ ∫

(G(ξ1p, ξ2q)) − (1 − S1(p))(1 − S2(q))dW (p)dW (q)

+ λ−1
∫ ∫

(G(ξ1p, ξ2q) − pq)s1(p)s2(q)dW (p)dW (q).

Based on this asymptotic distribution of ̂Δ, one can conduct a nonparametric proce-
dure for testingH0 ∶ Δ = 0 versusH1 ∶ Δ > 0.67 Note that the test proposed byWieand
et al. requires the estimation of densities, and selection of a satisfactory smoothing
parameter may be problematic.

Best linear combinations based on values of multiple
biomarkers
In practice, different markers are usually related to the disease, showing treatment
effects in various magnitudes and different directions. For example, low levels of
high-density lipoprotein (HDL)-cholesterol and high levels of thiobarbuturic acid
reacting substances (TBARS), biomarkers of oxidative stress and antioxidant status,
are indicators of coronary heart disease.22 When multiple biomarkers are available, it
is of great interest to seek a simple best linear combination (BLC) of biomarkers, such
that the combined score achieves the maximum AUC or the maximum treatment
effect over all possible linear combinations. Consider a study with d continuous-scale
biomarkers yielding measurements Xi = (X1i, … ,Xdi)T , i = 1, … ,n, on n diseased
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patients, and measurements Yj = (Y1j, … ,Ydj)T , j = 1, … ,m, on m nondiseased
patients, respectively. It is of interest to construct effective one-dimensional com-
bined scores of biomarkers’ measurements, that is, X(a) = aTX and Y (a) = aTY, such
that the AUC based on these scores is maximized over all possible linear combinations
of biomarkers. Define A(a) = Pr(X(a) > Y (a)); the statistical problem is to estimate
the maximum AUC defined as A = A(a0), where a0 are the BLC coefficients satisfying
a0 = argmaxa A(a). For simplicity, we assume that the first component of the vector
a equals one.78 For example, in the case of two biomarkers, i.e. d = 2, the AUC can
be defined as A(a) = Pr(X1 + aX2 > Y1 + aY2).

Parametric method
Assuming Xi ∼ N(𝛍X,𝚺X), i = 1, … ,n and Yj ∼ N(𝛍Y,𝚺Y), j = 1, … ,m, Su and
Liu derived the BLC coefficients a0 ∝ 𝚺−1

C 𝛍 and the corresponding optimal AUC
as Φ(ω1∕2), where 𝛍 = 𝛍X − 𝛍Y, 𝚺C = 𝚺X + 𝚺Y, ω = 𝛍T𝚺−1

C 𝛍, and Φ is the standard
normal CDF.79

Based on Su and Liu’s point estimator, we can derive the confidence interval esti-
mation for the BLC-based AUC under multivariate normality assumptions.80

Exercise 31.7

Consider the simple bivariate normal case where Xi ∼ N

((
μX1
μX2

)
,

(
1 ρX
ρX 1

))
, i =

1, … ,n and Yj ∼ N

((
μY1
μY2

)
,

(
1 ρY
ρY 1

))
, j = 1, … ,m. Derive the best linear com-

bination and the corresponding maximum AUC.

Nonparametric method
Chen et al. proposed to use kernal functions to develop the EL-based confidence inter-
val estimation for the BLC-based AUC via construction of the empirical likelihood
ratio (ELR) test statistic for testing the hypothesis H0 ∶ A = A0 versus H1 ∶ A ≠ A0.

81

Let k be a symmetric kernel function and define Kh(x) = ∫
x∕h
−∞ k(u)du, vi(a) =

m−1∑m
j=1 Kh(aTXi − aTYj), i = 1, … ,n, where h is the bandwidth parameter. Regard-

ing to the kernel estimation, we refer the reader to the textbook of Silverman.82

Let p = (p1, p2, … , pn)T be a probability weight vector,
∑n

i=1 pi = 1 and pi ≥ 0 for all
i = 1, … ,n. The EL for the BLC-based AUC evaluated at the true value A0 of AUC
can be defined as

L(A0) = sup

{
n∏
i=1

pi ∶
n∑
i=1

pi = 1,
n∑
i=1

pivi
(
â0

)
= A0

}
,

where â0 satisfies
∑n

i=1 pi∂vi(a)∕∂a|a=â0 = 𝟎. One can show (using Lagrange multipli-
ers) that

pi =
1
n

1

1 + λ(vi(â0) − A0)
, i = 1, … ,n,

where the Lagrange multiplier λ is the root of

1
n

n∑
i=1

vi(â0)
1 + λ(vi(â0) − A0)

= A0.
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Under the alternative hypothesis, we have just the constraint
∑n

i=1 pi = 1, and hence
L(A0) = (1∕n)n at pi = 1∕n. Therefore, the empirical log-likelihood ratio test statistic is

l(A0) = −2 log ELR(A0) = 2
n∑
i=1

log(1 + λ(vi(â0) − A0)).

We define âK = argmaxaA
K
m,n(a), where AK

m,n(a) =
∑n

i=1 vi(a)∕n. Under some general
conditions (see Chen et al.81 for details), the asymptotic distribution of l(A0) under
H0 ∶ A = A0 is a scaled chi-square distribution with one degree of freedom, that is,

γ(A0)l(A0)
d

−→ χ21, as n,m → ∞,

where

γ(A0) =
mσ̂2

(m + n)s2
, σ̂2 = n−1

n∑
i=1

(
vi
(
âK

)
− n−1

n∑
j=1

vj(âK)

)2

, s2 =
mσ̂2

10 + nσ̂2
01

m + n
,

σ2
10 = Cov(Kh(a𝟎

TX1 − a𝟎
TY1), Kh(a𝟎

TX1 − a𝟎
TY2)),

σ2
01 = Cov(Kh(a𝟎

TX1 − a𝟎
TY1), Kh(a𝟎

TX2 − a𝟎
TY1)),

and σ̂2
10 and σ̂2

01 are the corresponding estimates.
Based on the asymptotic distribution of the statistic l(A0), the 100(1 − α)% empir-

ical likelihood-based confidence interval for the maximum AUC can be constructed
as

Rα =
{
A0 ∶ γ

(
A0

)
l(A0) ≤ χ21(1 − α)

}
,

where χ21(1 − α) is the (1 − α)th quantile of the chi-square distribution with
one degree of freedom. It gives a confidence interval with asymptotically cor-
rect coverage probability 1 − α, that is, Pr(A0 ∈ Rα) = 1 − α + o(1). R code related
to the problem described above can be found at following the Web domain:
http://www.sciencedirect.com/science/article/pii/S0167947314002710.

Goodness-of-fit tests

Many statistical procedures are, strictly speaking, only appropriate when paramet-
ric assumptions about data distribution are made. If the distributions under the null
hypothesis are completely known, then testing for goodness of fit is equivalent to
testing for uniformity. In general, testing distribution assumptions for normality and
uniformity is suggested and has been one of the major areas of continuing statisti-
cal research both theoretically and practically. Normal distributions are commonly
assumed in applications of statistical procedures. For instance, in most situations,
parametric linear regression analysis can be done where the errors are assumed to be
normally distributed. Thus, tests for goodness of fit, especially tests for normality, have
a very important role in clinical experiments. Testing composite hypotheses of nor-
mality (or other specified), i.e., H0: the population is normally distributed versus H1:
the population is not normally distributed, is well addressed in statistical literature.29

Included in the coverage are the Shapiro–Wilk test, the Kolmogorov–Smirnov test,

http://www.sciencedirect.com/science/article/pii/S0167947314002710
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and the Anderson–Darling test, among which the Shapiro–Wilk test is highly efficient
and has the best power for a given significance.83,84

The Shapiro–Wilk test employs the null hypothesis principle to check whether a
sample of i.i.d. observations X1, … ,Xn came from a normally distributed population.
The test statistic is

W =

(
n∑
i=1

aiX(i)

)2/ n∑
i=1

(Xi − X)2,

where X(i) is the ith order statistic, i.e., the ith smallest number in the sample, and X
is the sample mean; the constants ai are given by

(a1, … , an) =
mTV−1

(mTV−1V−1m)1∕2
,

wherem = (m1, … ,mn)T andm1, … ,mn are the expected values of the order statistics
of independent and identically distributed random variables sampled from the stan-
dard normal distribution and V is the covariance matrix of those order statistics. For
example, when the sample size is 10, it can be obtained that a1 = 0.5739, a2 = 0.3291,
a3 = 0.2141, a4 = 0.1224, and a5 = 0.0399. The null hypothesis is rejected if W is
below a predetermined threshold. Note that the Shapiro–Wilk test does not depend
on the distribution of data under the null hypothesis and the corresponding criti-
cal value can be calculated numerically using Monte Carlo techniques, see Section
Numerical methods for calculating critical values and powers of statistical tests for details.

It should be noted that the tests for normality can be subject to low power, espe-
cially when the sample size is small. Thus, a Q–Q plot is recommended for verification
in addition to the test.85

The function shapiro.test in R makes it possible to implement the
Shapiro–Wilk test for normality.

Example 31.3

We generate data fromN(0,1), Uniform(0,1), and exp(1)with the sample size n = 100
using R and check the data for normality.

The following program shows how to simulate the normal distribution, the uni-
form distribution, and the exponential distribution in R, respectively. The function
shapiro.test in R conducts the Shapiro–Wilk test for normality, yielding the test
statistic and the corresponding p-value, as seen below:

> n<-100
>
> # N(0,1)
> x<-rnorm(n,mean=0,sd=1)
> shapiro.test(x)

Shapiro-Wilk normality test

data: x
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W = 0.9876, p-value = 0.4825

> # Uniform(0,1)
> y<-runif(n,min=0,max=1)
> shapiro.test(y)

Shapiro-Wilk normality test

data: y
W = 0.9545, p-value = 0.001674

> # exp(1)
> z<-rexp(n,rate=1)
> shapiro.test(z)

Shapiro-Wilk normality test

data: z
W = 0.8113, p-value = 5.574e-10

For the data simulated from N(0,1), we fail to reject the null hypothesis at the 0.05
significance level with p-value = 0.4825, stating that there is no sufficient evidence
to conclude the data are not from the normal distribution. For the data simulated
from either Uniform(0,1) or exp(1), we reject the null hypothesis at the 0.05 signifi-
cance level with p-values of 0.0017 and <0.0001, respectively, stating that there are
sufficient evidences to conclude the data are not from the normal distribution. For
more details regarding goodness-of-fit tests, we refer the reader to Vexler et al. and
Claeskens et al.29,39,50

Exercise 31.8

Simulate data from N(1,2), Gamma(1/2,1), tdf=5 with the sample size n = 15, 25, and
50, respectively, and test for normality.

Wilcoxon rank-sum tests

As a nonparametric analog to the two-sample t-test, Wilcoxon rank-sum test (also
called the Mann–Whitney U test or the Mann–Whitney–Wilcoxon test) can be used
primarily when investigators do not want to, or cannot, assume that data distributions
are normal.

Suppose that we have two samples of observations, containing i.i.d. measure-
ments X1, … ,Xm and i.i.d. measurements Y1, … ,Yn, respectively. In practical
applications, we often want to test the hypothesis that two populations are the same
in the context of no location shift. To formulate, assuming that X1, … ,Xm ∼ F(x − u),
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Y1, … ,Yn ∼ F(y − v), that all m + n observations are independent, and that F(⋅)
is symmetric about zero, it is of interest to test H0 ∶ Δ = v − u = 0 against
H1 ∶ Δ = v − u > 0. Let Ri be the rank of Yi among all m + n observations,
where the rank refers to the ordinal number of the corresponding observation
among a pre-ordered data set in ascending order. The Mann–Whitney statistic
W =

∑n
i=1 Ri − n(n + 1)∕2 =

∑n
i=1

∑n
i=1 I{Xi < Yj} rejects H0 for large values of W . It

follows from one-sample U-statistics theory that, under the null hypothesis, W is
asymptotically normal,86 that is,

W −mn∕2√
mn(m + n + 1)∕12

d
−→N(0,1).

Therefore, a cutoff value for the α-level test can be found as Kα = mn∕2 + 1∕2 +
zα
√
mn(m + n + 1)∕12, where the additional 1/2 is added for a continuity correction.
The Wilcoxon rank-sum test has greater efficiency than the t-test on non-normal

distributions, and it is nearly as efficient as the t-test on normal distributions.

Example 31.4

We consider the HDL data described in Figure 31.2 and conduct aWilcoxon rank-sum
test.

The function wilcox.test in R conducts the two-sample Wilcoxon test for
equality on means. Note that the alternative can be revised to “less” or “greater” in
terms of a one-sided test.

> X<-c(37.4,70.4,52.8,46.2,74.8,96.8,41.8,55.0,83.6,63.8,63.8,
52.8,46.2,37.4,50.6,74.8,46.2,39.6,70.4,30.8,74.8,61.6,30.8,
74.8,52.8)
> Y<-c(44.0,35.2,110.0,63.8,44,26.4,52.8,30.8,39.6,44,48.4,
39.6,55,52.8,50.6,39.6,35.2,55,57.2,37.4,30.8,46.2,50.6,44,44)
> wilcox.test(X,Y)

Wilcoxon rank sum test with continuity correction

data: X and Y
W = 432, p-value = 0.02065
alternative hypothesis: true location shift is not equal to 0

For the HDL data, the p-value of the Wilcoxon rank-sum test is 0.02065. Thus, we
reject the null hypothesis at the 0.05 significance level and conclude a significant
difference in the mean between two groups.

Tests for independence

Evaluations of relationships between pairs of variables, including testing for indepen-
dence, are increasingly important. In this section, we introduce nonparametric tests
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for independence, including the Pearson correlation coefficient ρ, the Spearman’s
rank correlation coefficient ρS, the Kendall’s rank correlation coefficient, data-driven
rank techniques, the empirical likelihood-based method, and the density-based
empirical likelihood ratio test.56,60,87 Note that the Pearson correlation coefficient,
the Spearman’s rank correlation coefficient, and the Kendall’s rank correlation
coefficient focus on specific interdependence, for example, linear and/or monotone.
In reality, the dependence structure may be more complex. For example, in the
models Y = 1∕X, Y = ε∕X, or Y = ε∕X2, where ε is a random variable, X and Y are
dependent in an inverse manner, and in the second and third cases, E(XY ) can be
nonexistent. In this lies the difficulty of interpreting the correlation as a measure of
dependence in general.

Assumewe obtain a random sample of n pairs of observations (X1,Y1), … , (Xn,Yn)
from a continuous bivariate population. Let FX(x) and FY (y) denote the marginal dis-
tribution functions of X and Y , respectively, and let FXY (x, y) = Pr(X ≤ x,Y ≤ y) be the
joint distribution function of the (X,Y ) pairs. For future use, let Ri and Si denote the
rank of Xi and Yi, i = 1, … ,n, respectively, and FXn, FYn, and Fn be the empirical dis-
tribution functions of FX , FY , and FXY , respectively. The null hypothesis of bivariate
independence between X and Y can be formally stated as H0 ∶ F(x, y) = F(x)F(y) for
all (x, y) ∈ R2 versus H1 ∶ F(x, y) ≠ F(x)F(y) for some (x, y) ∈ R2.

Pearson correlation coefficient
Pearson’s correlation coefficient ρ is the most familiar dependence concept that mea-
sures the linear dependence between a pair of variables (X,Y ). It is defined in terms
of moments as

ρ = ρ(X,Y ) = cov(X,Y )
σXσY

=
E((X − μX)(Y − μY ))√

E((X − μX)2)E((Y − μY )2)
,

where cov(X,Y ) represents the covariance ofX and Y and σX , σY > 0 denotes the stan-
dard deviations of X and Y , respectively. The Pearson correlation is defined only if
both of the standard deviations are finite and nonzero. Applying the Cauchy–Schwarz
inequality to the definition of covariance, it can be easily shown that −1 ≤ ρ ≤ 1,
where ρ = 1 indicates a perfect increasing linear relationship and ρ = −1 shows a
perfect decreasing linear relationship. By substituting corresponding moment esti-
mators, the sample Pearson correlation coefficient can be obtained as

r =
∑n

i=1(Xi − X)(Yi − Y )√∑n
i=1 (Xi − X)2

∑n
i=1 (Yi − Y )2

, −1 ≤ r ≤ 1.

If two variables are from bivariate normal distribution or the sample size is not
very small, t =

√
(n − 2)∕(1 − r2)r, which has an asymptotic t-distribution with n − 2

degrees of freedom under H0. Accordingly, we reject H0 if |t| ≥ tα∕2,n−2, where tα∕2,n−2
is the (1 − α∕2)th quantile of t-distribution with n − 2 degrees of freedom.
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Spearman’s rank correlation coefficient
Spearman’s rank correlation coefficient ρS is the Pearson correlation between ranks of
X and Y , that is, ρS = ρS(X,Y ) = ρ(FX(X),FY (Y )), −1 ≤ ρS ≤ 1. It accesses a monotonic
relationship between two variables. Testing for independence is equivalent to the test
H0 ∶ ρS = 0 versus H1 ∶ ρS ≠ 0. The sample Spearman’s rank correlation coefficient is

rs = 1 − 6
n∑
i=1

(Ri − Si)
2∕(n(n2 − 1)).

Note that if there are tied X values and/or tied Y values, each observation in the tied
group is assigned with the average of the ranks associated with the tied group.

At the significance level α, we reject H0 if |rs| ≥ rs,α∕2, where rs,α∕2 can be found by
qSpearman in R.89 For large sample sizes, we can also conduct the test based on the
asymptotic t-distribution of the Pearson correlation coefficient between the ranked
variables.

Kendall’s rank correlation coefficient
The Kendall’s rank correlation coefficient is a distribution-free measure of indepen-
dence based on signs of products of differences, where

τ = Pr((X1 − X2)(Y1 − Y2) > 0) − Pr((X1 − X2)(Y1 − Y2) < 0), −1 ≤ ρS ≤ 1.

It is a measure of the relative difference between Pr{concordance} and
Pr{discordance}. Testing for independence is equivalent to the test H0 ∶ τ = 0
versus H1 ∶ τ ≠ 0. The Kendall statistic can be defined as

K =
n∑
i=1

n∑
j=i+1

sgn{(Yj − Yi)(Xj − Xi)},

where sgn{x} = 1, if x > 0; 0, if x = 0; and −1, if x < 0.
Accordingly, at the significance level α, an exact test can be conducted, and we

reject H0 if K ≥ kα∕2, where K = K∕(n(n − 1)∕2) and kα∕2 can be found by qKendall in
R.89 Alternatively, the test can be conducted based on the asymptotic standard normal
distribution of the standardized K∗ = (n(n − 1)(2n + 5)∕18)−1∕2K under H0. The null
hypothesis is rejected if |K∗| ≥ zα∕2, where zα∕2 is the 100(1 − α∕2)th quantile of the
standard normal distribution.

Example 31.5

We consider the HDL data described in Figure 31.2 and test for independence between
X and Y .

The function cor.test conducts the test for independence between two
samples. Note that the alternative can be revised to “less” or “greater” in terms of
a one-sided test. The method option can be “Pearson,” “Kendall,” or “Spearman,”
based on the method chosen. The following shows the Pearson correlation test for
the HDL data:
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> cor.test(X,Y,alternative = "two.sided",method="pearson")

Pearson's product-moment correlation

data: X and Y
t = -1.5704, df = 23, p-value = 0.13
alternative hypothesis: true correlation is not equal to 0
95 percent confidence interval:
-0.62897919 0.09571223

sample estimates:
cor

-0.3111874

The p-value of the Pearson correlation test for the HDL data is 0.13. Thus, we fail
to reject the null hypothesis at the 0.05 significance level and state that there is not
sufficient evidence to conclude X and Y are independent.

Data-driven rank tests
Kallenberg et al. expressed the dependence between X and Y via Fourier coefficients
of the grade representation against a very wide class of alternatives.87 To this end,
the distribution of (FX(X), FY (Y )) is considered as exponential families with respect
to the Lebesgue measure [0,1] × [0,1]. It is assumed that the observed samples are
distributed according to the joint density function given as

h(FX(x),FY (y)) = c(θ)exp

{
k∑
j=1

θjbj (x
∗) bj(y

∗)

}
,

where bj denotes the jth orthonormal Legendre polynomial, 𝛉 = (θ1, … , θk)T , and c(θ)
is a normalizing constant.

Within exponential families, the null hypothesis corresponds to 𝛉 = 0, and the
score test for testing 𝛉 = 0 against 𝛉 ≠ 0 is given by rejecting for large values of{
n−1∕2

∑n
i=1 br

(
FX

(
Xi

))
bs(FY (Yi))

}2
.

A smooth test statistic

Tk =
k∑
j=1

V (j, j),

where

V (r, s) =

{
n−

1
2

n∑
i=1

br

(
Ri − 1∕2

n

)
bs

(
Si − 1∕2

n

)}2

,

can be obtained by replacing unknown distribution functions FX and FY by corre-
sponding empirical distribution functions and applying a correction for continuity.
Accordingly, two different test statistics TS2 and V were proposed based on different
selection of the order k.

A “diagonal” test statistic TS2 = TS2 is useful in the case of the “diagonal” model,
which contains only products of Legendre polynomials with the same order in both
variables. Let d(n) be a sequence of numbers tending to infinity as n → ∞. In a similar
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manner to the modified Schwarz’s rule,90 the order is chosen as S2 = argmink{Tk −
k log(n) ≥ Tj − j log(n),1 ≤ j, k ≤ d(n)}. The score test for testingH0 ∶ 𝛉 = 0 againstHa ∶
𝛉 ≠ 0 in the exponential family is given by rejecting for large values of TS2.

Otherwise, the “mixed” products are involved and a “mixed” statistic can be used.
Let |Λ| denote the cardinality of Λ and TΛ =

∑
(r,s)∈ΛV (r, s), and search for a model

Λ∗ = argmaxΛ{TΛ − |Λ| log(n)}. If Λ∗ is not unique, the first among those Λ∗’s that
have smallest cardinality is chosen. Then, the “mixed” statistic of H0 is V = TΛ∗ .

Empirical likelihood-based method
Einmahl et al. constructed a test statistic by localizing the empirical likelihood.56 Let
L(̃FXY ) =

∏n
i=1

̃P({(Xi,Yi)}), where ̃P is the probability measure corresponding to FXY .
For (x, y) ∈ R2, the local likelihood ratio test statistic is

R(x, y) =
sup{L(̃FXY ) ∶ ̃FXY (x, y) = ̃FX(x)̃FY (y)}

sup{L(̃FXY )}
.

Then,

logR(x, y) = nPn(A11) log
FXn(x)FYn(y)
Pn(A11)

+ nPn(A12) log
FXn(x)(1 − FYn(y))

Pn(A12)

+ nPn(A21) log
(1 − FXn(x))FYn(y)

Pn(A21)
+ nPn(A22) log

(1 − FXn(x))(1 − FYn(y))
Pn(A22)

,

where Pn is the empirical probability measure, FXn and FYn are the corre-
sponding marginal distribution functions, and A11 = (−∞, x] × (−∞, y], A12 =
(−∞, x] × (y,∞), A21 = (x,∞) × (−∞, y], A22 = (x,∞) × (y,∞), and 0 log(⋅∕0) = 0. Then,
the distribution-free test statistic Tn of testing for independence, that is,

Tn = −2
∫

∞

−∞ ∫

∞

−∞
logR(x, y)dFXn(x)dFYn(y),

can be obtained by forming integrals of the log-likelihood ratio statistic.

Density-based empirical likelihood ratio test
Vexler et al. considered a density-based empirical likelihood approach for creating
nonparametric test statistics, which approximate a parametric Neyman–Pearson
statistic to test the null hypothesis of bivariate independence against a wide class of
alternatives.60 The test statistic is defined as

VTn =
n∏
i=1

n1−β2 ̃Δi([0.5n
β2
, 0.5nβ2 ]),

where the function [x] denotes the nearest integer to x, 0 < β1 < 0.5,0.75 < β2 < 0.9,
and

̃Δi(m, r) ≡ (FXn(X(Mi+r)) − FXn(X(Mi−r)))
−1(Fn(X(Mi+r),Y(i+m)) − Fn(X(Mi−r),Y(i+m))

− Fn(X(Mi+r),Y(i−m)) + Fn(X(Mi−r),Y(i−m)) + n−β1 ).
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withMi that is an integer number such that X(Mi) = X(ti) (X(ti) is the concomitant of the
i-th order statistic Y(i), see [60] for details); X(Mi+r) = X(n), if Mi + r > n; X(Mi−r) = X(1), if
Mi − r > 1 as well as Y(i+m) = Y(n), if i +m > n; Y(i−m) = Y(1), if i −m < 1. The proposed
test is exact. The null hypothesis is rejected if log(VTn) > Cα, where Cα is an α-level
test threshold. It follows that PrH0

(log(VTn) > Cα) = Pr{Xi}ni=1 ,{Yi}
n
i=1∼Uniform[0,1](log(VTn) >

CαH0). The critical values for the proposed test can be accurately approximated using
Monte Carlo techniques.59,91 See references 59 and 91, and the next section for
details. The power of the density-based EL test does not depend significantly on the
choice of β1 and β2.

Numerical methods for calculating critical values
and powers of statistical tests

Many statistical tests, including Shapiro–Wilk tests, data-driven rank techniques, the
empirical likelihood-based method, the density-based empirical likelihood ratio test,
t-test-type tests, and likelihood ratio tests are exact. Exact tests are well known to be
simple, efficient, and reliable and to have finite sample Type I error control. Under
the null hypothesis, distributions of test statistics for exact tests are independent of
the underlying data distributions. For example, we consider the two-sample t-test
with equal variances introduced in Section Multivariate t-tests. When the assumptions
of normality and homogeneity of the variances are satisfied, the test is exact, i.e. the

sampling distribution of t = (X1 − X2)∕(sp
√
n−11 + n−12 ) under a true null hypothesis

can be given exactly by the t-distribution with degrees of freedom n1 + n2 − 2 (we
refer the notations to Section Multivariate t-tests.). Another concrete example of
exact tests is the Wilcoxon rank-sum test, in which the test statistic is based on
indicator functions I{⋅}. Noticing the fact that I{Z1 < Z2} = I{FZ(Z1) < FZ(Z2)} and
I{Z1 < −Z2} = I{FZ(Z1) < FZ(−Z2)} = I{FZ(Z1) < 1 − FZ(Z2)} under the symmetry of
H0-distribustion, where the random variables FZ(Z1) and FZ(Z2) have a uniform
distribution under H0, the distributions of the test statistics for the Wilcoxon
rank-sum type test are independent of the distributions of observations. Due to
the independence of the null distribution of test statistics on the data distribution,
the critical values of exact tests can be computed exactly, without using asymptotic
approximations.

Methods that can be used to calculate the critical values of exact tests include
a classical technique based on Monte Carlo (MC) evaluations, an interpolation tech-
nique based on tabulated critical values, and a hybrid of the MC and the interpolation
methods. The classical Monte Carlo strategy is a well-known approach for obtaining
accurate approximations to the critical values of exact tests. The critical values can
be calculated by simulating data for a relatively large number of MC repetitions; say,
for example, from a standard normal distribution for one-sample tests and a Uni-
form(0,1) distribution for two-sample and three-sample tests. The generated values
of the test statistic L of the exact test of interest can be used to determine the criti-
cal value Cα at the desired significance level α. Assuming that the decision rule is to
reject H0 for large values of L, that is, when L > Cα, then the critical value Cα can be
obtained via calculating the 1 − α quantile of the MC null distribution of L. However,
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the use of the MC technique can be computationally intensive in some testing situ-
ations. For example, a relatively large number of MC repetitions, which we define
as M, are needed to evaluate critical values that correspond to the 1% significance
level, since in this case the common 95% confidence interval of such evaluation can
be calculated as [0.01 ± 1.96

√
0.01(1 − 0.01)∕M]. Another standard method applied

in various statistical software routines is the interpolation technique based on tab-
ulated critical values. Interpolation differs from MC method in that tables of critical
values are calculated beforehand for an exact test of interest and for various sample
sizes and significance levels. Therefore, the execution speed of the testing algorithm
improves when the tables are provided for use within the testing algorithm. However,
the interpolation method becomes less reliable when real data characteristics (e.g.,
sample sizes) differ from those used to tabulate the critical values. As an outgrowth
of the methods described above, a hybrid method combines both interpolation and
MC bymeans of the nonparametric Bayes concept. The hybrid method can be applied
in a broad setting and is shown to be very efficient in the context of computations of
exact-tests’ critical values and powers.57,91

Concluding remarks

The necessity and danger of testing the statistical hypothesis
The ubiquitous use of statistical decision-making procedures’ findings in the current
medical literature displays the vital role that statistical hypothesis testing plays in clin-
ical trials in different branches of biomedical sciences. The benefits and fruits of sta-
tistical tests based on mathematical probabilistic techniques in epidemiology or other
health-related disciplines strongly depend on successful formal presentations of state-
ments of problems and a description of their nature. Oftentimes, certain assumptions
about the observations used for the tests provide the probability statements that are
required for the statistical tests. These assumptions do not come for free, and ignoring
their appropriateness can cause serious bias or inconsistency of statistical inferences,
even when the test procedures themselves are carried out without mistakes. The sen-
sitivity of the probabilistic properties of a test to the assumptions is referred to as the
lack of robustness of the test.88,92

Various statistical techniques require parametric assumptions to define forms of
data distributions to be known up to parameters’ values. For example, in the t-test,
the assumptions are that the observations of different individuals are realizations of
independent, normally distributed random variables, with the same expected value
and variance for all individuals within the investigated group. Such assumptions are
not automatically satisfied, and for some assumptions, it may be doubted whether
they are ever satisfied exactly. The null hypothesis H0 and alternative hypothesis H1

are statements that, strictly speaking, imply these assumptions, and which there-
fore are not each other’s complement. There is a possibility that the assumptions are
invalid, and neither H0 nor H1 is true. Thus, we can reject a statement related to clin-
ical trials’ interests just because the assumptions are not met. This issue is an impetus
to depart from parametric families of data distributions and employ nonparametric
test-strategies. Wilk and Gnanadesikan described and discussed graphical techniques
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based on the primitive empirical CDF and on quantile (Q–Q) plots, percent (P–P) plots,
and hybrids of these, which are useful in assessing one-dimensional samples.85 Statis-
tical techniques such as the likelihood ratio test, the maximum likelihood ratio test,
the ROC curve methodology, t-tests, and so on, can really assist in solving challenging
epidemiology and biomedical problems. Several components regarding tests based on
incomplete data or data subject to instrument limitation can be found in Vexler et al.12

Reiser developed a corrected confidence interval for the AUC, adjusted for measure-
ment errors.93 In this chapter, we considered retrospective statistical problems, i.e.
issues based on already collected data. There are also statistical mechanisms based on
sequentially observed measurement.94

Appendix

The most powerful test: As discussed in Section Likelihood, the most powerful statistical
decision rule is to reject H0 if and only if

∏n
i=1 f1(Xi)∕f0(Xi) ≥ B. The term “most

powerful” induces us to formally define how to compare statistical tests. Without loss
of generality, since the ability to control the Type I error (TIE) rate of statistical tests
has an essential role in statistical decision-making, we compare tests with equivalent
probabilities of the TIE, PrH0

{test rejects H0} = α, where the subscriptH0 indicates that
we consider the probability given that the hull hypothesis is correct. The level of sig-
nificance α is the probability ofmaking a TIE. In practice, the researcher should choose
a value of α, for example, α = 0.05, before performing the test. Thus, we should
compare the likelihood ratio test with δ, any decision rule based on {Xi, i = 1, … ,n},
setting up PrH0

{δ rejects H0} = α and PrH0

{∏n
i=1 f1

(
Xi

)
∕f0(Xi) ≥ B

}
= α. This com-

parison is with respect to the power PrH1
{test rejects H0}. Notice that to derive the

mathematical expectation, in the context of a problem related to testing statistical
hypotheses, one must define whether the expectation should be conducted under
H0- or H1-regime. For example,

EH1
φ(X1,X2, … Xn) = ∫

φ(x1, x2, … xn)f1(x1, x2, … xn)dx1dx2 … dxn

=
∫

φ(x1, x2, … xn)
n∏
i=1

f1(xi)
n∏
i=1

dxi,

where the expectation is considered under the alternative hypothesis. The indicator
I{C} of the event C can be considered as a random variable with values 0 and 1. By
virtue of the definition, the expected value of I{C} is EI{C} = 0 × Pr{I{C} = 0} + 1 ×
Pr{I{C} = 1} = Pr{I{C} = 1} = Pr{C}.

Taking into account the comments mentioned above, we derive the expectation
under H0 of the inequality (31.1), where A =

∏n
i=1 f1(Xi)∕f0(Xi), B is a test threshold,

and δ represents any decision rule based on {Xi, i = 1, … ,n}. One can assume that
δ = 0, 1, and when δ = 1 we reject H0. Thus, we obtain

EH0

((
n∏
i=1

f1
(
Xi

)
f0(Xi)

− B

)
I

{
f1
(
Xi

)
f0(Xi)

≥ B

})
≥ E

H0

((
n∏
i=1

f1
(
Xi

)
f0(Xi)

− B

)
δ

)
.
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And hence,

EH0

(
n∏
i=1

f1
(
Xi

)
f0(Xi)

I

{
f1
(
Xi

)
f0(Xi)

≥ B

})
− BEH0

(
I

{
f1
(
Xi

)
f0(Xi)

≥ B

})

≥ EH0

(
n∏
i=1

f1
(
Xi

)
f0(Xi)

δ

)
− BEH0

(δ),

where EH0
(δ) = EH0

(I{δ = 1}) = PrH0
{δ = 1} = PrH0

{δ rejects H0}. Since we compare
the tests with the fixed level of significance

EH0

(
I

{
f1
(
Xi

)
f0(Xi)

≥ B

})
= PrH0

{
f1
(
Xi

)
f0(Xi)

≥ B

}
= PrH0

{δ rejects H0} = α,

we have

EH0

(
n∏
i=1

f1
(
Xi

)
f0(Xi)

I

{
f1
(
Xi

)
f0(Xi)

≥ B

})
≥ EH0

(
n∏
i=1

f1
(
Xi

)
f0(Xi)

δ

)
. (A.1)

Consider

EH0

(
n∏
i=1

f1
(
Xi

)
f0(Xi)

δ

)
= EH0

(
n∏
i=1

f1
(
Xi

)
f0(Xi)

δ(X1, … ,Xn)

)

=
∫

n∏
i=1

f1(xi)
f0(xi)

δ(x1, … , xn)f0(x1, … , xn)dx1 … dxn

=
∫

∏n
i=1 f1(xi)∏n
i=1 f0(xi)

δ(x1, … , xn)
n∏
i=1

f0(xi)dx1 … dxn = ∫
δ(x1, … , xn)

n∏
i=1

f1(xi)dx1 … dxn

= EH1
δ = PrH1

{δ rejects H0}. (A.2)

Since δ represents any decision rule based on {Xi, i = 1, … ,n}, including the likeli-
hood ratio based test, equation (A.2) implies

EH0

(
n∏
i=1

f1
(
Xi

)
f0(Xi)

I

{
n∏
i=1

f1
(
Xi

)
f0(Xi)

≥ B

})
= PrH1

{
n∏
i=1

f1
(
Xi

)
f0(Xi)

≥ B

}
.

Applying this equation and (A.2) to (A.1), we complete to prove that the likelihood
ratio test is a most powerful statistical decision rule.

The likelihood ratio property f LH1
(u) = f LH0

(u)u: in order to obtain this property, we
consider

PrH1
{u − s ≤ L ≤ u} = EH1

I{u − s ≤ L ≤ u} =
∫

I{u − s ≤ L ≤ u}fH1

=
∫

I{u − s ≤ L ≤ u}
fH1

fH0

fH0
=
∫

I{u − s ≤ L ≤ u}LfH0
.

This implies the inequalities

PrH1
{u − s ≤ L ≤ u} ≤

∫
I{u − s ≤ L ≤ u}ufH0

= uPrH0
{u − s ≤ L ≤ u}
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and

PrH1
{u − s ≤ L ≤ u} ≥

∫
I{u − s ≤ L ≤ u}(u − s)fH0

= (u − s)PrH0
{u − s ≤ L ≤ u}.

Dividing these inequalities by s and employing s → 0, we get f LH1
(u) = f LH0

(u)u, where
f LH0

(u) and f LH1
(u) are the density functions of the statistic L = fH1

∕fH0
under H0 and H1,

respectively.
The general form of the AUC: By the definition of the AUC (the area under the ROC

curve) and the fact that F and G are CDFs of X and Y , respectively, the AUC can be
expressed as

∫

1

0

ROC(t)dt =
∫

1

0

(1 − F(G−1(1 − t)))dt =
∫

∞

−∞
(1 − F(w))dG(w)

= 1 −
∫

∞

−∞
F(w)dG(w) = 1 − Pr(X ≤ Y ) = Pr(X > Y ).

The form of the AUC under the normal data distribution assumption: Assume X ∼ N(μ1, σ2
1)

and, for the nondiseased population, Y ∼ N(μ2, σ2
2). Note that X and Y are indepen-

dent. Consequently, we can obtain that

A = Pr(X > Y ) = Pr(X − Y > 0) = 1 − Pr

⎧⎪⎨⎪⎩
(X − Y ) − (μ1 − μ2)√

σ2
1 + σ2

2

≤ −
μ1 − μ2√
σ2
1 + σ2

2

⎫⎪⎬⎪⎭
= 1 − Φ

⎛⎜⎜⎜⎝−
μ1 − μ2√
σ2
1 + σ2

2

⎞⎟⎟⎟⎠ = Φ
⎛⎜⎜⎜⎝

μ1 − μ2√
σ2
1 + σ2

2

⎞⎟⎟⎟⎠ .
R code: the two-sample (X and Y) density-based ELR test (for the details, see Ref. 51):

############sample data with the sample sizes
n1=n2=25############
n1=25
n2=25
x<-sample(control,n1)
y<-sample(case,n2)
delta<-0.1
z<-c(x,y)
sx<-sort(x)
sy<-sort(y)
sz<-sort(z)
#################################################
#######obtaining the ELR based on the sample X###
#################################################
m<-c(round(n1 ̂ (delta+0.5)):min(c(round((n1) ̂ (1-delta)),
round(n1/2)))) ###generate a vector of "m"
a<-replicate(n1,m) ###store repeated values of the
#vector "m"
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rm<-as.vector(t(a)) ###transpose the previous
length(m)*n1 matrix and make it to be a vector
#rm<-rep(m, each = n1) ###repeat the vector of "m"
#n1 times
L<-c(1:n1)- rm ###order from (1-m) to (n1-m)
LL<-replace(L, L <= 0, 1 ) ###replace values that are
#<=0 with 1 when (1-m) <=0
U<-c(1:n1)+ rm ###order from (1+m) to (n1+m)
UU<-replace(U, U > n1, n1) ###replace values that are n1
#with n1 when (n1+m)>n1
xL<-sx[LL] ###obtain x(i-m)
xU<-sx[UU] ###obtain x(i+m)
F<-ecdf(z)(xU)-ecdf(z)(xL) ### the empirical distribution
#function
F[F==0]<-1/(n1+n2
I<-2*rm/(n1*F) ### a (n1*length(m)) vector of (2*m)/
#(n1*empirical distribution function)
ux<-array(I, c(n1,length(m))) ### make the previous vector
#as a n1*length(m) matrix
tstat1<-log(min(apply(ux,2,prod))) ###get the
#part of the test statistic based on the sample X
#################################################
#######obtaining the ELR based on the sample Y#######
#################################################
m<-c(round(n2 ̂ (delta+0.5)):min(c(round((n2) ̂ (1-delta)),
round(n2/2)))) ###generate a vector of "m"
a<-replicate(n2,m) ###store repeated values of the
#vector "m"
rm<-as.vector(t(a)) ###transpose the previous
#length(m)*n2 matrix and make it to be a vector
#rm<-rep(m, each = n2) ###repeat the vector of "m"
#n2 times
L<-c(1:n2)-rm ###order from (1-m) to (n2-m)
LL<-replace(L, L <= 0, 1 ) ###replace values that are
#<=0 with 1 when (1-m) <=0
U<-c(1:n2)+ rm ###order from (1+m) to (n2+m)
#UU<-replace(U, U > n2, n2) ###replace values that are
>n2 with n2 when (n2+m)>n2
yL<-sy[LL] ###obtain y(i-m)
yU<-sy[UU] ###obtain y(i+m)
F<-ecdf(z)(yU)-ecdf(z)(yL) ###the empirical distribution
#function
F[F==0]<-1/(n1+n2)
I<-2*rm/(n2*F) ### the (n2*length(m)) vector of (2*m)/
#(n2*empirical distribution fuction)
uy<-array(I, c(n2,length(m))) ### make the
#previous vector as a n2*length(m) matrix
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tstat2<-log(min(apply(uy,2, prod))) ###get ELR_Y
finalts<-tstat1+tstat2 ### the final test
statistic log(V)

Multiple choice questions

1 Investigators are interested in evaluating a treatment A. They target to show that A can

significantly improve health conditions of patients. How can the investigators formulate the

null statistical hypothesis?

a. The corresponding distribution function based on measurements from a group of patients

without treatment A is different from that based on measurements from a group of

patients with treatment A

b. The corresponding distribution function based on measurements from a group of patients

without treatment A equals to that based on measurements from a group of patients with

treatment A

c. The corresponding distribution function based on measurements from a group of patients

without treatment A is smaller than that based on measurements from a group of patients

with treatment A

2 Assume we observe i.i.d. measurements from a known distribution that depends on a simple

parameter θ. We would like to test that θ = 0 versus θ ≠ 0. What kind of testing strategies

could you propose:

a. Likelihood ratio

b. t-Test
c. Maximum likelihood ratio.

d. Empirical likelihood ratio

e. Density-based empirical likelihood ratio

3 Assume we observe independent measurements from normal distributions with the vari-

ances σ2X = σ2Y = 1. The diseased population is presented by a sample X1, … ,Xn, the nondis-

eased population is presented by a sample Y1, … ,Ym. To evaluate the area under the ROC

curve, it is better to use the following formal notation:

a. Φ

(
X − Y√

2

)

b.
1
mn

n∑
i=1

m∑
j=1

I{Xi > Yj}

c.
(X − Y )2∑n

i=1 (Xi − X)2 +
∑m

j=1 (Yj − Y )2
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Figure 13.1 Normal and osteoarthritic synovium and cartilage transfected with scAAV

packaged with genome coding for fluorescent green protein 10 days postinjection.
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Figure 15.2 Potential generators of reactive oxygen species leading to oxidative stress in the

male comprise endogenous and exogenous sources. Physiological levels of reactive oxygen

species play a role in sperm capacitation, acrosome reaction, hyperactivation, and

sperm–oocyte binding. However, at pathological levels, reactive oxygen species causes lipid

peroxidation, DNA damage, and apoptosis, which lead to detrimental effects on male fertility.
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Figure 15.4 Reactive oxygen species (superoxide anion, hydrogen peroxide, and hydroxyl

radical) are generated from oxidative processes in the plasma membrane and mitochondria of

the male gamete. These reactions involve the SOD and catalase antioxidant enzymes along

with copper and iron, respectively.
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Figure 16.1 c-Jun N terminal kinase pathway and apoptosis. ROS act as secondary messengers

that activate core apoptotic pathways via the activation of the c-Jun N-terminal kinase.
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Figure 19.1 ROS participate in multiple stages during T1D development. (1) ROS directly

induce β-cell dysfunction; (2) ROS facilitate programmed β-cell death; (3) ROS produced by

macrophage directly induce β-cell destruction. (4) ROS promote CD4+ T-cell proliferation and

secretion of inflammatory cytokines, which further induce β-cell damage. (5) During CD8+

T-cell activation, ROS participate in antigen cross-presentation from dendritic cells to CD8+

T cells. (6) CD8+ T cells destroy β cells through perforin, granzyme, and FasL–Fas pathways.

ROS facilitate β-cell damage in all these pathways.

Figure 22.2 Multiplace chamber using compressed air and 100% oxygen hood.
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Figure 24.1 As a result of chemotherapeutic regimen: (1) calcium overload ensues, secondary

to Na and Ca channel activation, resulting in calpain activation and proteolysis of the

cytoskeletal (e.g., microtubules and neurofilaments). Calpain activity may also activate NF-κB;
(2) downstream generation of inflammatory cytokines, NO, and exacerbation of ROS

production from mitochondria, and increased Ca release; (3) this is aggravated by the

attendant activation of glia (astrocytes and microglia) and immune effectors [see text for

details]. Successful intervention to ameliorate NF-κB-induced pathology and oxidative stress

would improve the efficacy and dosing regimens with chemotherapeutics. DRG = dorsal root

ganglia.
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Figure 26.5 An isotonic liquid formulation provides much better absorption of OPC than other

formulations. (Vijayalakslakshmi Nandakumar and Santosh K. Katiyar 2008. Reproduced with

permission.)
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Figure 27.2 Redox-active molecules, reactive species, and antioxidants. Redox-active

molecules/species (some of them listed here) and their involvement in redox-based pathways

comprise the cellular redoxome. Redoxome is maintained by oxidation/reduction reactions,

that is, electron shuttling; it is only natural that redox-active drugs may be best suited to

restore it when perturbed in diseases.
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Figure 27.7 (a) Crystal structure of human erythrocyte catalase (PDB ID: 1QQW), and (b)

crystal structure of human cytochrome P450 (PDB ID: 2F9Q) and their active sites. Pictures

are created with Cn3D 4.3.1.26−28 Porphyrin is a macrocyclic ring that encapsulates metal; in

turn, it affords the highest stability to a metal complex, assuring no loss of metal where

reactions of interest occur. It is only natural that such ligand has been used by nature for

numerous proteins and enzymes, such as myoglobin, guanylyl cyclase, oxidases, oxygenases,

prolyl hydroxylases, catalase, cytochrome P450 family of enzymes, and so on. For the same

reason, we have chosen to modify a metalloporphyrin structure to be efficient catalyst for O•−
2

dismutation.
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Figure 27.9 The design of porphyrin-based SOD mimics. Starting from unsubstituted

MnT-4-PyP+ (Figure 27.8), the pyridyl nitrogens were first alkylated giving rise to para analog

MnTM-4-PyP5+ with fair SOD-like activity. To enhance electron-withdrawing effects, the

nitrogens were then moved closer to the metal site from para into ortho positions. The

MnTM(E)-2-PyP5+, the first lead, was synthesized. It is still the most frequently studied

compound.2,23 Based on ortho pyridyl porphyrin, the imidazolyl analog (Figure 27.5) was

subsequently synthesized and became the second lead – MnTDE-2-ImP5+. In order to improve

the bioavailability of highly charged compounds, the alkyl chains were then lengthened and

the third lead, MnTnHex-2-PyP5+ was synthesized. Adapted from ref 126.
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Figure 27.16 The role of H2O2 in MnP-related cellular pathways. The most potent SOD mimics

are able to oxidize a number of biological molecules (those studied thus far listed here) in the

presence of H2O2. AO, ascorbate oxidation; TO, thiol oxidation; TPx, thiol peroxidation;

NAD-ox, NAD oxidation; NADP-ox, NADP oxidation; L-ox, lipid oxidation; L-Px, lipid

peroxidation. Adapted from ref 216.
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Figure 27.20 Structure–activity relationship between the log kcat(O
•−
2 and E1∕2 for redox

couple involved (dashed red line for MnIIIP/MnIIP and dotted green line for MnIVP/MnIIIP).

The relationship fits best for metal complexes and is not that good for nonmetal-based

compounds such as nitroxides; its ability to affect superoxide dismutation is related to the

fairly high rate constant for the reaction of nitroxide with protonated superoxide, very little of

which is present at physiological pH. It seems that perhaps two relationships exist for two

different redox couples and are slightly shifted based on different energetics of electron

transfers involved with those couples. The maximum of the bell shape of the SAR describes

the potential at which both steps of dismutation process occur at similar rates and where the

kcat(O
•−
2 ) is in turn maximal. For those compounds that use MnIIIP/MnIIP redox couple, at

more negative potentials, the metal +3 oxidation state is stabilized and cannot be reduced with

(O•−
2 to start the dismutation process. At more positive potentials, Mn is stabilized in +2

oxidation state and cannot be oxidized with (O•−
2 in the first step of dismutation process. For

those compounds that use MnIVP/MnIIIP redox couple, such as corroles and biliverdins, the

reverse is true. The first step would involve the oxidation of the metal site from Mn3+ to Mn4+

and the reduction of (O•−
2 followed by reduction of metal to Mn +3 oxidation resting state

with concomitant oxidation of (O•−
2 . To identify the compounds reader is directed to

Table 27.1. Adapted from ref 2.
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